
Empowering Local Industry with Energy Efficiency and Clean Energy 
Services 

Manipal University Jaipur is utilizing its expertise and resources to establish collaborations with 
local industries, aiming to promote a more seamless transition to sustainable energy practices. 
A key service offered by the university to these industries is the conduct of energy efficiency 
assessments. These assessments entail comprehensive analyses of a company's energy usage 
patterns, equipment, and operational processes. By leveraging its research capabilities, 
Manipal University Jaipur identifies potential areas for enhancing energy efficiency. This 
analytical approach empowers industries to make well-informed decisions regarding energy 
conservation strategies.  

Manipal University Jaipur organizes workshops, seminars, and training sessions specifically 
designed to meet the needs of local industries. These educational programs encompass a variety 
of subjects, such as energy-efficient technologies, sustainable practices, and the adoption of 
renewable energy sources. Through these initiatives, industries acquire practical knowledge 
and skills necessary for implementing energy-saving strategies.  The university collaborates 
with local industries to investigate and develop renewable energy solutions tailored to their 
unique requirements. This research not only supports the participating industries but also 
contributes to the broader advancement of clean energy technologies. Manipal University 
Jaipur also offers guidance and insights into energy-related policies and regulations, assisting 
industries in navigating the intricate landscape of incentives, rebates, and compliance 
obligations associated with energy efficiency and the adoption of clean energy solutions. 
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1. Introduction of the Event 

A five-day workshop event organized by the International Society of Automation (ISA MUJ Student 

Chapter) in collaboration with AIC MUJ & Autonomous Initiative. Workshop on Days 1 & 2 i.e., on 15th 

& 16th March 2023, was conducted by the Co-founder of SmarDen Technologies, Mr. Shrey Sharma, 

and an Alumni of MUJ, Mr. Arsh Dhingra in AB1 105 on basics of IoT and automation mainly targeted 

towards students who are just getting into automation. On days 3, 4, and 5 i.e., on 17th, 18th, and 19th 

March 2023, a workshop was again conducted by the Co-founder of SmarDen Technologies, in AB2 

025, where advanced topics of automation and IoT were covered. 

 

SmarDen Technologies Pvt. Ltd. is an IoT-based Home Automation solution-providing company, 

focused on converting conventional electrical equipment into smart equipment. 

 

2. Objectives of the Event  

The Event was aimed to: 

a. Encourage and enhance knowledge about Smart Automation and IoT.  
b. Solve and implement the solution to real-world problems in various domains with the 

help of IoT and Automation. 

 

3. Beneficiaries of the Event  
a. MUJ and Non-MUJ students. 

b. ISA Members. 

c. Autonomous Initiative Members 

d. Faculty Members of MUJ. 

 

4. Brief Description of the event 

The International Society of Automation (ISA MUJ Student Chapter) organized a five-day workshop 

event in collaboration with AIC MUJ & Autonomous Initiative. The first two days of the workshop, on 

15th & 16th March 2023, were conducted by Mr. Shrey Sharma, Co-founder of SmarDen 

Technologies, and Mr. Arsh Dhingra, an alumnus of MUJ. The focus of these sessions, held in AB1 

105, was on the basics of IoT and automation, specifically for students who are new to automation. The 

remaining three days of the workshop, on 17th, 18th, and 19th March 2023, were held by the Co-

founder of SmarDen Technologies in AB2 025. These sessions covered advanced topics of automation 

and IoT. 
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5. Photographs 

  

Image 1: Mr. Shrey Sharma explaining the process of interfacing sensors with Microcontrollers. 

Image 2: Mr. Shrey Sharma doing hands-on demonstration of the sensor and Microcontroller 

interface. 
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Image 3: Mr. Arsh Dhingra teaching Python Basics. 

Image 4: Group Photo along with the Director of SAMM and Club Coordinators. 
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6. Brochure or Creative of the Event 

 

 
 

7. Schedule of the event  

The event was from 15th of March 2023 to 19th of March 2023, 10:00 PM- 04:00 PM 
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8. Attendance of the event: 

Total attendees: 50 
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9. Post-event link: 

https://jaipur.manipal.edu/muj/life-at-muj/Student-CLUBS.html 

 

 

 

 

     Sarah Butaney                              Dr. Princy Randhawa 

(3rd Year, 209403064, Department of Mechatronics)                   (Department of Mechatronics) 

    Student Coordinator                                                                                      Faculty Coordinator 
        Contact Number                                                                                                   Contact Number 
        9558164250                                                                                                            9521099223 

 

 

 

 

Darshan Kapoor       Dr. Shambo Roy Choudhury 

(3rd Year, 209403016, Department of Mechatronics)                   (Department of Mechatronics) 

Student Coordinator                                                                                 Faculty Coordinator 
Contact Number                                                                                             Contact Number 

8839593813                                                                                                   7888379160 
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1. Introduction of the Event  
Department of Electrical Engineering, SEEC organised a AICTE recognized ICT Mode 

faculty development program on “Smart Grid and Integration of Distributed Generation” 

in association with MUJ-TECH & NITTTR Chandigarh, from 28th August – 1st September 

2023 at Manipal University Jaipur.   

 

2. Objective of the Event  

Objectives of Course: 

1. The participants apprised about the latest trends in Smart Grid and Distributed 

Generation such as Power Electronic Interfaces in DC and AC Micro-grid, Distributed 

Generation Integration and Pricing, Energy Storage and Battery Management and 

Hardware in Loop.  

2. The participants provided with relevant study material and were evaluated at the end 

of the course. 

3. Beneficiaries of the Event  

This FDP was organized for students, PhD research scholars, faculty members for host 

institute as well as for other institutes. 

 

4. Details of the Speaker 
 

a. Dr. C.K. Chanda, Professor, EED, IIEST, Shibpur 

b. Dr. A.V.Ravi Teja, Assistant Professor, IIT, Ropar 

c. Dr. Moumita Das, Assistant Professor, IIT, Mandi 

d. Dr. Poonam Saini, Assistant Professor, PEC, Chandigarh 

e. Dr. Ajay Sheoran, Associate Professor, EED, PEC, Chandigarh 

f. Dr. Poonam Syal, Professor, EED, NITTTR Chandigarh 

g. Dr. Shimi.S.L, Associate Professor, EED, PEC, Chandigarh 

h. Dr. Ritula Thakur, Associate Professor, EED, NITTTR Chandigarh  

i. Er. Mohini Gunjal, Research Scholar, NITTTR Chandigarh  

j. Er. M. Soujanya, Research Scholar, NITTTR Chandigarh 

k. Dr Lini Mathew, Professor, EED, NITTTR Chandigarh 
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5. Brief Description of the event  

A five-days’ Faculty Development Programme (FDP) on topic “Smart Grid and Integration 

of Distributed Generation” was organised by department of Electrical Engineering on 28th 

August-1st September 2023 in association with MUJ-TECH & NITTTR Chandigarh. The 

program was conducted in online mode using Google Meet. Eminent experts from industry 

and academia engaged the sessions, other than the NITTTR faculty. The aim of this FDP 

was to understand the concept of smart grid, hybrid renewable energy systems, distributed 

generation integration, and its pricing. Smart micro grid operation with Integration of 

renewable energy sources and electric vehicles were also explained. Different islanding 

detection techniques on micro grid and power quality issues of DG Integration with grid 

were also elaborated to participants. Some advance topics were explained such as cyber 

security in smart grid, advanced metering infrastructure, energy storage systems in smart 

grid. A hands-on session was also conducted for participants to understand Hardware in 

Loop and Real Time Simulation. 

The FDP served to bring communities together to share knowledge, learn from one another 

and develop understanding for future energy sector.    

The Course contents were:  

1. Concept of Smart Grid, Hybrid Renewable Energy Systems 

2. Distributed Generation Integration and Pricing 

3. Smart Micro Grid Operation with Integration of RES and EV 

4. Islanding Detection Techniques on Micro Grid 

5. Power Quality Issues of DG Integration with Grid 

6. Cyber Security in Smart Grid 

7. Advanced Metering Infrastructure 

8. Energy Storage Systems in Smart Grid 

9. Concept of Hardware in Loop and modelling and Simulation of Micro-Grid  
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6. Flyer of the FDP 
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7. Photographs 

 
Fig.1 Starting of FDP 

 

 
Fig.2 Introduction about Smart Grid 
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Fig. 3 Discussion about Smart meters 

 

 
Fig.4 Introduction for SPV systems 
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Fig.5 Grid-connected PV system 

 

 
Fig.6 Explaination for hybrid energy storage system 
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 Fig.7 Hybrid electric vehicles 

 

 
Fig.8 Cybersecurity in smart grids 
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Fig.9 Power quality issues in smart grid 

 

 
Fig. 11 High speed railway traction application 
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Fig. 10 Hans-on for Real time simulator 

 

 
Fig. 12 Vote of thanks  

  

Anushri Gaur
SDG 07



 

Page 12 of 14   FDP on “Smart Grid and Integration of Distributed Generation” 

 

8. Schedule of the event  

Date: 28th August – 1st September 2023 

Mode: Online through Google Meet 

Topic: Smart Grid and Integration of Distributed Generation 

The schedule for each session of FDP was as follows: 

 

DAY & DATE 
Live Session - 1 

9.30 AM to 11. 00 AM 
Live Session - 2 

11.30 AM to 1.00 PM 
Live Session - 3 

2.30 PM to 4.00 PM 

Monday 
28/08/2023 

Modern Era Energy 
Grid 
(LM) 

Renewable Energy 
Sources  

(PS) 

Microgrid – Types, 
Topologies and 

Control 
(MS) 

Tuesday 
29/08/2023 

Design, Development and Implementation of 
Grid Connected Solar PV System 

(AS) 

Challenges in  Smart 
Grid Implementation  

(CKC) 

Wednesday 
30/08/2023 

Smart Grid – 
Architecture, 

Standards and 
Technologies 

(LM) 

Cyber Security in 
Smart Grid with some 

Practical Examples 
(PS) 

Measurement based 
Power Quality Study 

of EV & DG 
Integration into the 

Grid 
(SSL) 

Thursday 
31/08/2023 

Grid Connected EVs 
and their related 

Power Quality Issues 
(RT) 

Wind Power 
Extraction and Grid 

Connection 
Techniques 

(AVR) 

 Power Electronic 
Traction for High 

Speed Trains 
(MD) 

Friday 
01/09/2023 

Real Time Simulation of various DG systems 
and Microgrid using Typhoon HIL  

(MG) 

FDP Valediction 
 

 

CKC:   Dr. C.K. Chanda, Professor, EED, IIEST, Shibpur 

AVR:  Dr. A.V.Ravi Teja, Assistant Professor, IIT, Ropar 

MD:     Dr. Moumita Das, Assistant Professor, IIT, Mandi 

PS: Dr. Poonam Saini, Assistant Professor, PEC, Chandigarh 

AS:  Dr. Ajay Sheoran, Associate Professor, EED, PEC, Chandigarh 

PS: Dr. Poonam Syal, Professor, EED, NITTTR Chandigarh 

SSL:  Dr. Shimi.S.L, Associate Professor, EED, PEC, Chandigarh 

RT:   Dr. Ritula Thakur, Associate Professor, EED, NITTTR Chandigarh  

MG:  Er. Mohini Gunjal, Research Scholar, NITTTR Chandigarh  

MS:  Er. M. Soujanya, Research Scholar, NITTTR Chandigarh 

LM:   Dr Lini Mathew, Professor, EED, NITTTR Chandigarh 
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9. Attendance of the Event  

Total attendee-22 

 

 
 

Sr. No. Name of the Participant Name of the Institute

1 DR. AMIT SARASWAT MANIPAL UNIVERSITY JAIPUR

2 BHUWAN PRATAP SINGH MANIPAL UNIVERSITY JAIPUR

3
DR. CHANDRA PRAKASH 

GUPTA
MANIPAL UNIVERSITY JAIPUR

4
DR. DIVYA RISHI 

SHRIVASTAVA
MANIPAL UNIVERSITY JAIPUR

5 DR. SUMAN SHARMA
SWAMI KESHVANAND INSTITUTE OF TECHNOLOGY,

MANAGEMENT & GRAMOTHAN, JAIPUR

6
DR. MANISH KUMAR 

THUKRAL
MANIPAL UNIVERSITY JAIPUR

7 GAURAV GANGIL MANIPAL UNIVERSITY JAIPUR

8 MOHIT JAMBU GULZAR GROUP OF INSTITUTIONS

9 MOHIT KUMAR SHARMA MANIPAL UNIVERSITY JAIPUR

10
MUKESH KUMAR 

KUMAWAT
MANIPAL UNIVERSITY JAIPUR

11 DR. NEERAJ KANWAR MANIPAL UNIVERSITY JAIPUR

12 DR. NEHA JANU MANIPAL UNIVERSITY JAIPUR

13 NIDHI CHOUDHARY MANIPAL UNIVERSITY JAIPUR

14 RAJESH KUMAR MANIPAL UNIVERSITY JAIPUR

15 RISHI RATAN SINHA MANIPAL UNIVERSITY JAIPUR

16
SAMARENDRA PRATAP 

SINGH
MANIPAL UNIVERSITY JAIPUR

17
SATYA NARAYAN 

AGARWAL
MANIPAL UNIVERSITY JAIPUR

18 SMRITI JAIN
SWAMI KESHVANAND INSTITUTE OF TECHNOLOGY,

MANAGEMENT & GRAMOTHAN, JAIPUR

19 DR. SUNIL KUMAR GOYAL MANIPAL UNIVERSITY JAIPUR

20 VIKAS KUMAR BORADAK MANIPAL UNIVERSITY JAIPUR

21 DR. VINAY GUPTA MANIPAL UNIVERSITY JAIPUR

22 DR. VISHAL DAS MANIPAL UNIVERSITY JAIPUR
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Abstract
This paper proposes a synchrophasor measurement-assisted integrated scheme to enhance power grid stability via transient
stability assessment and emergency control of power systems in real-time. The synchrophasor measurements are time-stamped
network information available from Phasor Measurement Units (PMUs). The Transient Stability Assessment (TSA) is based
on measured generator bus angles obtained directly by PMUs at the control center. These synchronized angle measurements
are utilized to construct features, and a Random Forest classifier is implemented to infer the TSA in real-time. The TSA results
are determined within the first three cycles following the fault clearance. For operating scenarios that are unstable, an effective
emergency control scheme is developed to avoid system degradation. The control strategy utilizes wide-area measurements to
formulate a proportional sharing principle-based methodology in real-time. The composite scheme estimates the location and
magnitude of the emergency measures to enhance grid stability. The performance of the proposed composite scheme is tested
on an IEEE 39-bus test system. The results highlight that the scheme is computationally efficient and robust to topological
changes.

Keywords Emergency control · Power flow tracing · Transient stability enhancement · Wide-area measurements

1 Introduction

The increasing demand for electrical energy and the dereg-
ulated competitive environment is forcing the utilities to
operate closer to their extreme settings. These stressed
operating conditions make the system more vulnerable to
wide-area disturbances, leading to cascading outages and
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Jaipur 303007, India

3 Department of Electrical Engineering, Malaviya National
Institute of Technology Jaipur, Jawahar Lal Nehru Marg,
Jhalana Gram, Malviya Nager, Jaipur 302017, India

finally to system blackouts. With large disturbances, the gen-
erator’s mechanical and electrical power imbalance results
in large rotor angle excursions. In situations where these
deviations are larger than the steady-state values, the system
tends toward unstable settings. Therefore, it is important to
detect abnormal scenarios as early as possible so that emer-
gency control strategies can be implemented in advance and
avoid systems leading to a transiently unstable state [1, 2].
To detect abnormal situations, real-time power system mon-
itoring is solicited. The Phasor Measurement Units (PMU)
with synchrophasor technology provide real-time power net-
work data [3]. The PMU communicates time-synchronized
voltage magnitude and angle, line currents, and frequency of
vital nodes from remote locations to the centralized control
center [4]. The presence of PMU on the high side of the gen-
erator bus infers the rotor angle measurements in real time, as
typically the rotor angles are proportional to these bus phase
angles [5]. In the literature [5–9], these PMU measurements
have been effectively utilized in assessing the system’s Tran-
sient Stability State (TSA) earlier than the system actually
becomes unstable. The investigations in [3–9] utilize post
fault network data of varying length, evaluate decision vari-
ables, and predict the future system stability status.
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Notably, the complexity of the method tends to increase
as the number of decision variables increases. As a post-fault
scenario in the power network may lead the system toward
unstable settings, corrective actions for false estimations of
future transient instability may degrade the system. There-
fore, a methodology to assess TSA should (1) construct the
predictors with a small, synchronized data window and (2)
timely predict the future system state with high accuracy. In
general, it is unlikely to protect the power network against all
exigencies that otherwise may lead the system to collapse.
Unplanned disturbances can lead to power system emergen-
cies. These exigencies can have significant impacts on the
stability and reliability of the power system. As such, it is
important to understand the causes and effects of these distur-
bances in order to develop effective strategies for mitigating
their impact. The disturbances may exhibit a wide range of
magnitudes, spanning from minor perturbations to significant
disruptions. Small perturbations in an interconnected power
network may lead to low-frequency oscillations. The relia-
bility of power systems is susceptible to failure as a result of
inadequately damped oscillations [10, 11]. The implementa-
tion of a power system stabilizer (PSS) has been identified as
a potential solution to controlling oscillations in large power
systems. The initiation of major network faults may cause
network parameters to exceed extreme levels. The presence
of large faults in a power system can potentially compro-
mise its overall functionality and reliability if not addressed
in a timely manner. Wide-area protection and control sys-
tems give crucial statistics about the impending state of
the system and offer better coordinated actions to preserve
the integrity of the system against large disturbances [12,
13]. The remedial actions against wide-area disturbances are
labeled as Special Protection Systems (SPS) or Remedial
Action Schemes (RAS) and include generator rejection, load
rejection, underfrequency or undervoltage load shedding, etc.
[14].

The emergency load shedding is an intentional interrup-
tion of the minimum consumers to balance generation-load
power, thus preventing the entire system from collapsing. In
this regard, the literature [15–26] proposes various strate-
gies to enhance the system’s performance. These reported
schemes mainly focus on either underfrequency or under-
voltage or the rate of change of frequency/voltage. Based on
system necessity, the strategies are activated if the decision
criteria exceed a predefined threshold [15–19]. Moreover,
these control actions are derived based on post-disturbance
frequency or voltage variations. Various other schemes
[20–24] have also been reported, utilizing the combination
of underfrequency and undervoltage immediately after the
disturbance to determine the location and amount of load
to be shed. However, the majority of the methods available
are successful in improving voltage or frequency stability,

and little research effort is reported to improve transient sta-
bility. Zare et al. [25] propose an adaptive tripping index
and splitting strategy for unstable oscillating areas. In [26],
preventive control through generator rescheduling, genera-
tor tripping, and/or load shedding-based emergency control
is proposed for improving transient stability in real time. For
real-time emergency control, the majority of literature adopts
load shedding and generator tripping options to avoid system
degradation. Interestingly, the identification of the candidate
generator to be tripped, location, and amount of load to be
shed in real time are more critical. Post-TSA assessment,
improper estimation, and implementation of emergency con-
trol actions may otherwise lead the system to blackout.

Therefore, based on the literature review, it is evident
that to enhance system transient stability, a more robust
wide area composite scheme is solicited. The besought com-
posite scheme should utilize synchronized measurements to
predict the future state of the power system, and if neces-
sary, the scheme identifies and implement emergency control
actions in real time. The emergency control strategy should
also suggest the location, magnitude of control actions, and
time instant at which the strategy to be initiated. This paper
proposes a composite scheme to augment grid stability that
utilizes generator bus angles, performs TSA by predicting the
future system state within three cycles after Fault Clearing
Time (FCT), and suggests the appropriate RAS type: gener-
ator tripping and/or load shedding, location and amount of
emergency control action, and time instant for implementa-
tion. The main highlights of the proposed integrated approach
for transient stability enhancement are:

(i) A new transient stability assessment method is pro-
posed with less computational burden and a three-cycle PMU
data window. The developed TSA encompasses a Random
Forest (RF) classifier-based approach to predict future sys-
tem transient instability in three cycles post-FCT.

(ii) To sustain the system against forthcoming transient
instability, post-TSA assessment, the proposed composite
scheme decides the location, type, and magnitude of emer-
gency control actions to be initiated in real time. The location
of control action is determined using the proportional sharing
principle (power flow tracing method) [27].

(iii) The projected composite scheme is PMU data
driven, and therefore, has enhanced generalizing capability
in enhancing system stability in real-time.

(iv) The overall time requirements from TSA to the imple-
mentation of emergency control is 150 ms, which makes
it appropriate for real-time applications to enhance system
security.

The proposed approach is investigated on the IEEE 39-
bus New England system with topological variations. The
effectiveness of the proposed scheme is assessed through a
comparative assessment with the available literature [7, 9,
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16], and [23]. The outline of the proposed composite scheme
is illustrated in Fig. 1.

2 Problem Formulation

Wide-area monitoring and control aims to determine the
transient instability state of the system by analyzing post-
disturbance rotor angles. The basic equation governing the
dynamics of the ith machine in the n-machine system is given
as [28]:

dδi

dt
� �ωi for i � 1, 2........n (1)

d�ωi

dt
� 1

Mi
(Pmi − Pei − Di�ωi ) for i � 1, 2........n

(2)

where

Pei � Gii E2
i

+
n∑

j � 1
j �� i

Ei E j
{
Gi j cos

(
δi − δ j

)
+ Bi j sin

(
δi − δ j

)}

(3)

where, δi represents generator rotor angle and �ωi is rotor
speed deviation, Pmi is input mechanical power, and Pei is
the electrical power output. Mi is the moment of inertia,Di is
the damping coefficient, Gii + j Bi j is the transfer admittance
between the ith and jth generator.

For a multi-machine network, it is suitable to analyze the
post-disturbance generator’s performance with respect to the
system [29]. Therefore, in this work, rotor angle relative to
the system Center of Angles (COA) is utilized as:

δC O A �
∑n

i�1 δi Hi∑n
i�1 Hi

(4)

where for ith machine, δi is generator rotor angle and Hi is
its inertia constant. However, for real-time applications, it is
appropriate to replace the inertia constant Hi with the high-
side active power injection Pi. Thus, a modified formula for
finding COA in real-time using synchrophasors can be given
as:

δC O A �
∑n

i�1 δi Pi∑n
i�1 Pi

(5)

For the ith machine, the rotor angle δi , C O A referred to
COA is obtained as

δi , C O A(t) � δi (t) − δC O A(t) (6)

where t is the instant of time. Equation (6) represents ith
generator rotor angle with respect to all other generators for
any given time instant. Therefore, the δi , C O A(t) represents
the increase or decrease in rotor angle for ith generator with
respect to the system COA. In this work, the generator bus
phase angles are utilized, as these angles are characteristi-
cally proportional to the generator rotor angles [5].

3 Proposed Composite Scheme to Enhance
Grid Stability

The abnormal system state is mainly due to faults, sudden
increase or decrease in load/generation, etc., which makes
the generator’s rotor angle to change from its pre-disturbance
position. The large excursion of the rotor angles from the pre-
disturbance state is an indicator of the system’s unstable state.
Post-FCT, increased deviations without bounds indicate that
the respective generator(s) are accelerating and diverging
from the rest of the machines; similarly, a monotonous
decrease indicates that the corresponding generator(s) are
decelerating with respect to other machines.

3.1 Real-Time TSA of the System

Post-disturbance system dynamics vary rapidly; this makes
real-time TSA a challenging task. To enhance the sys-
tem’s transient stability, the development of a robust control
scheme that evaluates the future system state within a few
cycles is solicited. In the development and implementation
of emergency control actions, real-time TSA is the fore-
most step. Power system transient stability can be assessed
through time–domain simulations [9]. Post-fault clearance,
the network scenario may lead the system toward stable or
unstable settings. For assessment, these stable and unstable
settings are labeled as 0 and 1, respectively. Therefore, the
machine learning models for available features, classify the
target TSA as a binary ({0,1}) classification. To perform TSA
as a binary classification, frequently used models are support
vector classifier (SVC), decision tree classifier (DT), random
forest (RF), multilayer perceptron (MLP), k-nearest neighbor
(k-NN), etc. In this paper, future system stability/instability
is predicted through a random forest (RF) classifier [35].
Random Forest is an ensemble of multiple decision trees.
RF performs efficiently for high-dimensional and unbalanced
data. The performance of classifier tools is measured in terms
of correct predictions, labeled as accuracy.

After fault clearance, the rotor angle’s initial swing can
be utilized for assessing and enhancing transient stability. A
thorough examination of the trajectories indicates that for
the unstable operating scenarios, trajectories deviate sharply
from COA immediately after FCT as compared to the stable
cases. With detailed observation of all the operating states
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Fig. 1 Outline of proposed composite scheme

Fig. 2 Summary of proposed real-time TSA
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Fig. 3 Summary of proposed real-time emergency control

under various disturbances, it is found that the stability status
of the system can be determined within the first few cycles
after FCT. Therefore, in the present study, we have taken 3
cycles post-FCT for evaluating the TSA of the system, and
rotor trajectories are calculated with respect to COA as:

�δi
(
t ′
) � δi , C O A

(
t ′
) − δi , C O A(FCT ) (7)

where, FCT � fault clearing time, t ′ � FCT + 3 cycles for
present study, δi , C O A

(
t ′
)

and δi , C O A(FCT ) are determined
by (6). For ith generator and t ′ time instant, �δi

(
t ′
)

is change
in rotor angle from the fault clearing time with respect to
COA. For all generators, following the FCT, the change in
rotor angle from the fault clearing time with respect to the
system COA is calculated. Absolute values of rotor trajec-
tories calculated in (7) are utilized as features for machine
learning models to classify the future system state, shown as:

Features � ∣∣�δi
(
t ′
)∣∣ (8)

The developed RF model utilizes the features calculated
in (8) and distinguishes the power system’s future stable (0)
and unstable (1) states. The real-time TSA assessment is then
shared with the control center for required emergency con-
trol actions. The summary for real-time stability assessments
through synchronized measurements is illustrated in Fig. 2.

3.2 ProposedWide-Area Emergency Control Actions

The tendency of rotor angle excursion can provide vital
information to frame emergency control: generation reduc-
tion/load shedding. Depending on the post-FCT system state,
�δi

(
t ′
)

may be positive or negative. Positive changes repre-
sent the generator(s) acceleration relative to the rest of the
system. In such a scenario, tripping of candidate genera-
tor(s) can be a possible remedial action. Similarly, a negative
�δi

(
t ′
)

indicates the generator(s) are decelerating, and to
enhance the system transient stability state, load shedding
may be an appropriate remedial action. Therefore, the gen-
erator(s) speeding away are to be tripped before the entire
system is transient unstable. The tripping of these candidate
generators may, however, result in a system power imbal-
ance. Unavailability of the spinning reserve will root the other
generators to decelerate. Thus, it is necessary to shed the
load proportional to the tripped generator. Similarly, when
the disturbance slows down the generators, the system will
be overloaded, and hence load shedding can be a probable
solution. The necessity of emergency control is initiated in
the control center with a predicted TSA assessment, and the
power flow tracing method [27] is utilized to calculate the
amount and location for load shedding.
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3.3 Proportional Sharing Principle for Load
Shedding

The proportional sharing principle (power flow tracing
method) calculates the proportional power usage of lines
and generators by consumers and is hence used for charg-
ing in various electricity markets [27]. In recent years, the
power flow tracing method has been extensively applied to
the power network dynamic problem as load shedding, con-
trol islanding, etc. [23, 30–32]. By utilizing the proportional
sharing principle, the contribution of the candidate generator
and line to each load can be calculated. The proportional shar-
ing principle is categorized as an upstream and downstream
process with equal computational effort. The comprehensive
investigation of the upstream and downstream approaches
is discussed in [27]. For any node, incoming and outgoing
power are equal, and for an arbitrary bus a, it is calculated as
[33]:

Pa �
∑

b∈Fa

|Pa−b| + PLa +
∑

b∈Fa

∣∣Ploss(a−b)

∣∣ for a � 1, 2, ..., n

(9)

where, Fa, is the set of nodes directly supplied by node a,

|Pa−b| is the real power flow in line a-b,PLa is the active
power demand at node a, and Ploss(a−b) is the loss in line
a-b. Equation (9) is rewritten as,

Pa −
∑

b∈Fa

cba Pb � PLa or, AdP � PL (10)

where Ad represents (n x n) downstream matrix shown in
(11) and PL is load demand vector for all the nodes.

[Ad ]ab �

⎧
⎪⎨

⎪⎩

1, for a � b

cba � −|Pb−a|
Pb

, for b ∈ F

0, otherwise

(11)

The next step is to calculate the contribution of real power
from generator at bus a in load demand at node c, which is
determined as,

P LC
Ga � PGa PLc

Pa

[
A−1

d

]

ac
, for c � 1, 2, . . . , n (12)

where P LC
Ga is portion of the active load demand at bus c

provided by generator at node a, PGa is the power contributed
by generator connected to bus a, PLc is the load demand at
bus c, and Pa is bus a nodal power. Moreover, the proportion
of the power Pa−b to the load at bus c as P Lc

a−b is,

P Lc
a−b � |Pa−b |PLc

Pa

[
A−1

d

]

ac
, for c � 1, 2, . . . , n

(13)

Thus, to calculate the contribution of power from the gen-
erator connected to bus a to various loads, (12) is used.
Similarly, the proportion of power from line a–b to var-
ious loads is calculated using (13). Following the fault
clearance, the control centre upon receiving the transient sta-
bility assessment, activates the proposed emergency control
scheme. Subsequently, Generator tripping is initiated at FCT
+ 6 cycles if the rotor angle trajectory swings in a positive
direction. Likewise, load shedding is introduced if the angle
swings in the negative direction. However, if generation trip-
ping is activated, proportionate load shedding is triggered
for candidate load buses at FCT + 9 cycles. The proposed
real-time emergency control is summarized in Fig. 3. The
figure also illustrates the post-TSA step-by-step proposal for
the control actions. The time-instant for activating the emer-
gency control methodology is TSA time instant (FCT + 3
cycle), + 3 cycle, and + 6 cycle for generator shedding and
load shedding, respectively. The 3 cycle and 6 cycle delays
are intentionally used, considering the various delays asso-
ciated with implementing response-based corrective actions
[13]. Thus, post-FCT, the transient instability detection and
actions for its enhancements are carried out within 150 ms.
The generator(s) rotor angle trajectory that exceeds the pos-
itive threshold is first to be shed and the part of the loads
fed by the tripped generator is shed using (12). Similarly, if
generator angle exceeds threshold in the negative direction,
load shedding is initiated. The location and amount of load
to be shed are determined using (12) or (13) and depend on
the generator outage or line outage.

4 Proposed Composite Scheme: Results
and Discussion

The proposed scheme is tested on a standard IEEE 39-bus
test system [34]. The three-phase faults are considered as
disturbance at various locations with different fault durations
and varying operating conditions. For all the scenarios, the
fault application time (FAT) is 1 s, and the fault clearing
time (FCT) is 6–12 cycles from the FAT. The considered
test system is modeled using the DIgSILENT Power Factory
software [36]. By utilizing the time-stamped measurements
feature in it, synchronized data of the test system at 60 Hz
sampling frequency is generated. The proposed algorithm is
tested under different disturbances using this synchronized
data of volage and frequency. These synchronized measure-
ments are almost similar to the data normally received from
PMUs. The rotor trajectories are obtained from FCT once
in every cycle from all the generating buses, and simultane-
ously, the voltage magnitudes and phase angles are observed
for each cycle after FCT from all the buses.
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4.1 Test Results of Real-Time Transient Instability
Assessment

In the test system, three-phase faults are created on all the
buses with varying operating conditions. The loads are ran-
domly varied from 90 to 110% of the base load in steps of
1%. The total number of cases obtained is 885, with 359 sta-
ble and 526 unstable cases. Out of the available 885 cases,
80% are utilized to train the classifier model, and new 20%
of the total cases are utilized to predict the future system
instability/stability state, as illustrated in Fig. 4. The Ran-
dom Forest classifier is developed and trained to classify

Fig. 4 Summary of cases for real-time TSA

Table 1 Details of data from PMU, features and target for TSA

Synchronized data from PMU Features Target

Generator bus angle, voltage magnitude at
FCT and FCT + 3 cycle

10 1

transient stability status based on features from synchronized
measurements. Table 1 shows the details of input data from
PMU measurements to construct features, the dimensions of
features, and the target TSA for the RF classifier model.

To assess the effectiveness of the RF model, we com-
pared its performance with that of other commonly used
classifier models, including the Support Vector Classifier
(SVC), Decision Tree (DT), K-Nearest Neighbor (K-NN),
and Multi-Layer Perceptron (MLP). The result of the com-
parative performance is detailed in Fig. 5. The figure shows
the overall assessment accuracy, percentage missed, and false
alarms for different classifier models. As illustrated, the over-
all prediction accuracy for RF is higher than other models.
Moreover, the number of stable cases classified as unstable
(False Alarm) is maximum for the DT model and 0 for the
RF model, while the number of unstable cases classified as
stable (Missed Alarm) is fewer for the RF model. Therefore,
with maximum prediction accuracy, zero false alarms, and
limited missed alarms, the RF model is more suitable for
real-time TSA assessments.

4.2 Test Results of ProposedWide-Area Emergency
Control

The proposed methodology for wide-area emergency con-
trol is initiated for all simulated unstable settings, and the
application results are shown here for the three different
disturbances. The results obtained show that the proposed

Fig. 5 Performance of different classifier models
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scheme can enhance transient stability for the maximum
number of unstable cases.

4.3 Disturbance-I: 3-Phase Fault: Line 26–28

In disturbance I, a 3-phase fault is applied at 1 s and cleared
by opening breakers on lines 26–28. Following the fault, the
generator’s rotor angle is shown in Fig. 6 (a). Post-FCT, fea-
tures are calculated using (8), and the proposed real-time TSA
assess system to be unstable in FCT + 3 cycles. Post-TSA,
on assessing the tendency of all rotor angles, generator G9

diverges more than the rest of the generators. As illustrated,
generator G9 rotor angle increases monotonically from the
rest of the system. Alternatively, the rotor angles of the
remaining generators decrease from their pre-fault values.
Subsequently, the proposed emergency control strategy sug-
gests that at FCT + 6 cycles, generator G9 is to be tripped, and
at FCT + 9 cycles, a proportionate load is to be shed from all
the critical loads contributed by it. Prior to fault application,
real power contributed by generator G9 to various load bus is
obtained through the proposed scheme, and these buses are
marked as candidate buses for load shedding. Applying the

Fig. 6 a Pre-emergency control
Generators rotor angle
b Post-emergency control
remaining Generators rotor angle
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Fig. 7 Proposed scheme-based
distribution of load shedding
(MW) for disturbance-I

Fig. 8 Post-emergency control
percentage generation and load
loss for disturbance-I

load shedding to the identified critical buses, Fig. 6b shows
the generator rotor angles of the other 9 generators.

As seen, the angles of all other generators were were
exceeding in the negative direction before the execution of
the emergency control action, recovers transient stability set-
tings. The details of the pre-fault load, power contributed by
tripped generator G9, and post-shedding load are shown in
Fig. 7. The total power generation PG and load PL and their
percentage reduction for pre- and post-emergency control
action execution are shown in Fig. 8.

4.4 Disturbance -II: An Unintentional Islanding Case:
3 Phase Fault on Line 16–19

This representative disturbance discusses an unintentional
islanding scenario, wherein it is formed by applying a 3-phase
fault on lines 16–19 at 1 s, cleared by opening the line, and can
be visualized through the single-line diagram in Fig. 9. The
island-I comprises 35 buses and 8 generators, and island-
II has 4 buses and 2 generators. The pre-fault total power
generation and load demand in island-I are 4990.14 MW
and 5459.9 MW, respectively, and similarly in island-II,

1140 MW and 628 MW, respectively. Thus, the pre-fault
operating condition comprises a power imbalance on both
islands. This power imbalance in island-I causes the genera-
tors to slow down, and as island-II has more power generation
than load demand, the generators accelerate. The generator’s
response to unintentional islanding is shown in Fig. 10a. Post-
FCT TSA assessment, generators G4 (bus 33) and G5 (bus
34) diverge simultaneously from the rest of the machines.
Out of G4 and G5, the tendency of G4 rotor angle to diverge
is more than G5. The proposed scheme thus suggests its shed-
ding. In this case, line 16–19, transmitting 502.6 MW from
bus 19 to bus 16 in island-I, is tripped.

Moreover, in pre-fault system operation, the generator G4
supplies active power to lines 16–19 and 19–20. Therefore,
a total of 632 MW must be shed from generator G4. Post-
application of the proposed emergency control scheme, the
stable settings of generatorrotor angle for two islands are
shown in Fig. 10b and Fig. 10c. The generator shedding is
initiated at FCT + 6 cycles via tripping generator G4, and to
balance out the power, load shedding is executed at FCT + 9
cycles at candidate load buses. The distribution of total load
shed (625.59 MW) among identified load buses is shown in

123



Arabian Journal for Science and Engineering

Fig. 9 IEEE 39-bus test system single line diagram including islands formed for Disturbance-II

Fig. 11. The figure reflects that the fraction of load shed for
bus 15, bus 16, and bus 18 is higher. As these buses are closer
to line 16–19, the % load shed for these buses is greater. In
Fig. 10c, post FCT, the generator G5 rotor angle in island-II
was increasing monotonically. Notably, post emergency con-
trol actions, the generator G5 attains stable settings within
1 s. As in island-II generator G5 is the only generator; its
dynamics is shown separately. Moreover, percentage reduc-
tions in generation and load power for two islands, pre-and
post-composite schemes, are shown in Fig. 12.

4.5 Disturbance-III-3: 3-Phase Fault: Bus 28
Cascaded with 3 Phase Fault: Line 4–5

Disturbance-III considers a more severe fault, wherein a 3-
phase fault on bus 28 at 1 s is cleared by opening line 28–29
at (FAT + 9 cycle � FCT-I). Instantly at FCT-I + 1 cycle, a

3-phase fault on line 4–5 is applied and cleared by opening
it after 9 cycles (FCT-II). Since the power generated from
generator G9 is delivered through tripped line 28–29 and
bus 29 is close to this generator, at FCT-I + 3 cycles, the
G9 rotor angle advances more. The post-fault dynamics for
this disturbance are shown in Fig. 13a. Prior to the applica-
tion of fault-1, the active power output of generator G9 was
830 MW. Therefore, equivalent load needs to be shed from
the candidate loads through an integrated scheme to bring the
system back to a stable state. The projected scheme suggests
trip generator G9 at (FCT-I) + 6 cycles. An equivalent load
power is shed for identified loads at (FCT-I) + 9 cycles. More-
over, the cascading fault applied on line 4–5 causes generator
G10 to decelerate faster. The trajectory for generator G10 is
shown in Fig. 13a. Prior to fault-2, the real power in line 4–5
was 150.86 MW (from bus 5 to 4).
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Fig. 10 a Pre-emergency control
Generator rotor angles. b
Post-emergency control
Generator rotor angle in Island-I
(8 Generators). c Post-emergency
control Generator G5 rotor angle
in island-II
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Fig. 11 Distribution of load
shedding (MW) for unintentional
islanding case

Fig. 12 Post-emergency control
percentage generation and load
loss for disturbance-II

The proportional load is therefore essential to be shed
from the identified loads. Corresponding to the pre-fault
power of line 4–5, load shedding is applied at FCT-II +
6 cycles. Figure 13b illustrates that the remaining genera-
tors are bounded, and post-implementation of the composite
scheme, the system advances back to stable settings. Post
FCT-II, the generator G10 was decreasing monotonously,
attains bounded operation after the application of proposed
composite scheme. The scheme is applied; the active power
of tripped generator G9 and line 4–5 is distributed among
candidate loads at FCT-I + 9 cycles and FCT-II + 6 cycles,
respectively, as shown in Fig. 14. The available power gener-
ation PG and load power PL and their proportional reduction
for pre- and post-emergency control execution are detailed
in Fig. 15. The overall timeline of the proposed composite
scheme can be visualized in Fig. 16. The illustration shows
different characteristics starting from fault application time,
fault clearing time, time for TSA assessment, time to initiate
emergency control actions, and overall response time of the
composite scheme, viz., 150 ms. Noticeably, the proposed

integrated real-time approach timely assesses TSA and eval-
uates the location and type of emergency control action in
real time.

4.6 Comparative Assessment of the Proposed
Scheme

The performance of the proposed composite scheme with
the available literature is detailed in Table 2. The differ-
ent characteristics considered for comparison are: (1) type
of instability; (2) real-time TSA assessment; (3) PMU data
length; (4) feature dimensions for TSA; (5) real-time emer-
gency control recommended and implemented; (6) location,
magnitude, and type of emergency control action instigated;
(7) computational burden; and (8) overall assessment time
from FCT to control action implementation. As shown, the
composite scheme detects future transient instability, identi-
fies location, determines type and amount of control actions,
and initiates them within 150 ms from the FCT.
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Fig. 13 a Rotor angle of
generators pre-emergency
control application. b Rotor
angles post-emergency control
application (With G9 tripped)
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Fig. 14 Distribution of load shedding based on proposed scheme for Disturbance-III

Fig. 15 Post-emergency control generation and load loss for
Disturbance-III

5 Conclusions

Modern power systems are highly interconnected and oper-
ate with less spinning reserves. Unattended wide-area dis-
turbances may therefore lead the system toward extreme
settings. Hence, early prediction of an emerging transient
instability state and effective emergency control schemes are
required to mitigate the impending system degradation. The

proposed composite scheme first predicts the system stabil-
ity state in three cycles after fault clearing time. Based on
the nature of the emerging swing, the scheme then suggests
a suitable emergency control action and augments sustain-
ability. Depending on the deficit and surplus generation, the
proposed scheme also determines the location where gen-
erator and/or load shedding to be initiated. To assess the
amount of load shedding, a scheme utilizing the proportional
sharing principle is tested successfully. With this integrated
approach, it is found that load shedding at only a few candi-
date load buses that are being supplied by a lost generator or
line is sufficient for system transient stability improvement. A
comparative assessment of the proposed scheme with avail-
able literature is also showcased. The test results indicate the
suitability of the proposed strategy to improve power grid
stability in real-time. The present work controls the mod-
ern power system and hence enhance its transient stability
without renewable energy integrations. However, for future
studies similar framework can be developed for the power
system integrated with renewable energy sources like wind
energy, low inertia based solar energy, etc.
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Fig. 16 Overall timeline of
proposed integrated approach

Table 2 Performance comparison of proposed scheme with available literature

Method Type of
Instability

Real-time
TSA

Synchronized
data length for
TSA

Features
dimensions
for TSA

Real-time
Emergency
Control

Location,
amount,
and type

Computational
burden

Overall
time (s)

Shrivastava
et al. [7]

Angle Yes 6 cycles 10 No No Minimum –

Soni et al.
[9]

Angle Yes 6 cycles 50 No No Minimum –

Kabir et al.
[16]

Voltage No – – No Yes Minimum –

Tang et al.
[23]

Frequency
and
voltage

No – – No Yes Minimum –

Proposed Angle Yes 3 cycles 10 Yes Yes Minimum 0.15
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ABSTRACT Solar energy penetration in power grids helps to maintain power balance between generation
and demand, thus enhances power grid performance. However, these integrations reduce grids’ time margin
to respond against sudden frequency changes and re-establishing generation-demand equivalency. Thereby,
it poses challenges to the performance and stability of the power system. It therefore becomes increasingly
important to comprehend the real-time system data, identify and initiate necessary remedies to sustain
the healthy system’s operation. This article presents a data-driven unified methodology for enhancing grid
stability in solar energy-penetrated power network. The proposed method is a two-stage unified framework
that incorporates Prompt Instability Evaluation (PIE) to evaluate impending system transient instability in
first stage. In the second stage for a system unstable operation a Decision Assisted Adaptive Control (DAAC)
is developed and implemented for corrective emergency control. A novel PIE is presented to perform a
post-disturbance transient stability assessment using short-synchronized moving data. The PIE assesses the
upcoming transient instability within the first few cycles following fault inception. Next, a novel DAAC is
proposed to design an emergency remedial scheme for identifying location (where), magnitude, and type
in real-time for unstable operations. The DAAC utilizes a novel Decision Rule Based Inference (DRBI) to
evaluate suitable action sets that may be deployed by the DAAC to sustain system stability. The simulation
results demonstrate the suitability of the proposed study on the system’s performance in the absence/presence
of solar energy with topological variations.

INDEX TERMS Decision assisted adaptive control, exponentially weighted moving average, solar energy,
transient stability assessment.

I. INTRODUCTION
Globally, electricity demand is expanding at an unprece-
dented rate, and power networks have adapted by utilizing a
mix of various energy sources to meet this growing demand.

The associate editor coordinating the review of this manuscript and

approving it for publication was Nagesh Prabhu .

Renewable Energy Penetration (REP) to the existing power
grids has achieved enormous attention of utility engineers,
system operators and researchers in recent years. The REP
at the key and critical locations enhances the performance
of the power grid. Yet, integrating renewable sources to the
system pose severe challenges to the real-time system moni-
toring, operation, and control of the systems. The capability
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to self-heal from emergencies, greater grid resiliency, and
operating ease are critical characteristics for ensuring the
reliability and continuity of electric power in REP integrated
power systems [1]. This necessitates real-time network infor-
mation, effective situational awareness, and an appropriate
strategy for dealing with the emergent abnormal settings.
Synchrophasor technology [2] transfers time-stamped syn-
chronized wide-area network data. A suitable cluster of
Phasor Measurement Units (PMU) is used in the technology
to calculate the synchronized voltage and current phasor mea-
surements.

The appropriate analysis and assessment of this synchro-
nized data exhibits grid integrity and is becoming increas-
ingly crucial for Renewable Energy Penetration (REP).
REP not only diversifies the fuel utility but also con-
tributes to the conservation of natural resources and improves
energy security. Increased renewable penetration, on the other
hand, pose challenges in grid operation due to a variation
in system inertia. Any disturbance in the power network
upsets the generation-demand equilibrium and, subsequently,
changes the system frequency. The system inertia impacts
the synchronous operation of the machines and assists the
time-margin of power grids to respond to these arising imbal-
ances [3]; however, integration of REP with no inertia such
as solar energy with conventional grids decreases the sys-
tem inertia. In the scenario of hybrid power generation, the
synchronous generator’s response to system disturbances in
terms of rotor angles and speed deviations may degrade fur-
ther. Under such circumstances, a large disturbancemay drive
the generator angles to advance more rapidly against the rest
of the system. The fast advancement of the generatormay lead
its rotor to achieve an out-of-step statemore rapidly. This state
is generally described as transient instability. Therefore, post-
disturbance power system Transient Stability Assessment
(TSA), particularly incorporating solar energy integration,
is critical for grid smooth operation.

In conventional power grids, machine-learning models in
unison with wide area measurements are utilized to predict
the generator’s online dynamic behaviour [4]. The online
dynamic analysis is more important for post-fault online
system investigations and less feasible towards the real-
time framework. Reference [5] proposes the Wide Area
Transient Instability Severity Analyzer (WATISA) to early
predict the severity imposed by an ensuing event. Although
the assessment is timely, accurate, and model free, its suit-
ability is limited to only conventional power systems. The
transient potential and kinetic energy coupled with paramet-
ric space estimate the transient stability margins [6]. These
estimates evaluate the region of attraction (ROA) encom-
passing the equilibrium solution set. The ROA is inversely
proportional to system loading; therefore, it is not a suitable
instability indicator. To approximate the transient stability
boundary, literature also investigates critical clearing time
(CCT) estimates, which signify the maximum allowable
time to clear a fault. The mahalanobis-kernel regression [7]

and generator-based threshold computation [8] are a few
state-of-the-art methods to compute CCT for the genera-
tors. Cui et al. [9] present a combinational transfer learning
strategy to improve TS prediction using convolutional neural
networks.

A spatial distribution time adaptive methodology for pre-
dicting the transient stability status of the system is proposed
in [10]. The time-adaptive framework is developed using
several cycles of long-term memory classifiers, and a trust
score is proposed for the reliability index. A time-delay neural
network and bidirectional long short-term memory network-
based data-driven TSA methodology is presented in [11].
Reference [12] proposes an active transfer learning-based
approach that employs deep belief network maximum
mean discrepancy. An improved deep belief network-based
methodology incorporating structural characteristics of the
network is proposed in [13]. To interpret the transient sta-
bility predictor outcomes, local linear interpreter model is
also presented. A probabilistic transient stability assessment
for wind energy integrated power grid is proposed in [14].
The scheme estimates the transient stability criterion using
extreme learning machine and Gauss-Hermite integral based
point estimation.

The early transient instability estimates, calculation of
CCT/stability boundaries, and real-time stability assessments
augment the situational awareness and determines the time
instant to execute the emergency remedial strategy, if the
system tends to approach unstable settings. In this regard,
[15] presents an islanding and auto load shedding technique
to stabilize the system and prevent blackout. Methodology
utilizing voltage stability Index and load bus ranking [16]
presents dynamic adaptive load shedding to ensure frequency
resiliency in the power network. A unified approach to first
assess the transient stability status and subsequently, imple-
ment preventive and emergency control strategy is proposed
in [17]. The strategy utilizes synchronized voltage and angle
measurements to predict the system instability and formulate
the emergency actions: generator tripping and/or load shed-
ding. The adaptive load shedding scheme based on voltage
stability assessment [18], [19], combined frequency stability
assessment and power flow tracing methodology [20] are
utilized to enhance grid stability.

Unlike other power sources, solar energy integration has no
effect on frequency-power equivalency but however reduces
time margins and stability boundaries. Such power addi-
tions adversely impact grids’ stability and therefore, the
post-disturbance stability assessments are becoming more
significant in these grids [20]. Adetokun et al. [21] explores
P-V and Q-V based indices to improve voltage stability
and enhance grid resiliency of large solar energy integrated
power grid. The Quasi-Differential Search based SVC is
investigated in [22] to improve transient instability. The
approach enhances the oscillation damping, thereby decreas-
ing the steady state settling time. However, it does not suggest
the requisite strategy to augment the transient instability of
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the system if post-disturbance, the network is tending to
exceed the extreme settings. Wandhare et al. [23] show-
cases energy function assisted scheme to damp out low
frequency power swings. The low frequency oscillations are
system response to small or less severe disturbances. The
power imbalance due to small disturbances are effectively
damped out by power system stabilizers and other con-
trol schemes. These control schemes do not significantly
damp out power swings arisen due to large or severe dis-
turbance(s) and requires real-time remedial action schemes
to preserve grid stability. To augment transit stability in
renewable energy integrated power networks, fault current
limiters are also utilized to supress the fault current and
subsequently, improves of fault ride through capability [24].
Jawad et al. [25] proposes Battery Energy Storage System
(BESS) assisted frequency stability enhancement of solar
energy penetrated grid. Post-disturbance, BESS augments the
power generation and provide a brief-support in maintaining
system power balance. However, both the PV system and the
BESS do not provide frequency support or system inertia, that
otherwise further advances the already advanced generator
from the rest of the network and eventually leads to out-
of-step. Chandra et al. [26] recently presented synchronized
measurements and a voltage stability index-assisted adaptive
load shedding technique to maintain the steady-state fre-
quency of a power network with solar park.

From the review of the literature, it can be concluded that
the available methods and techniques for solar PV energy
and conventional synchronous generator-based hybrid power
generation either regain frequency stability through an emer-
gency strategy or validate the integration of solar energy to
the grid. To the author’s best of knowledge, literature on
improvement of power grid steadiness in terms of real-time
TSA and, subsequently, deploying the emergency remedial
strategy in real-time with solar energy penetration has not
been reported. Thus, the investigation in this paper focuses
on the effective monitoring, assessment and control of solar
energy integrated power grid. First, Real-time prognosis of
impending transient instability following the disturbance is
investigated. Next, if necessary, the methodology ensures
the transient stability of the PV integrated power system by
framing and deploying corrective actions in real-time. The
major contributions of this paper are summarized as:

1. First, Prompt Instability Evaluation (PIE) is developed
to accomplish early transient stability assessment of
the grid having high solar energy penetrations. The
highlight of PIE is its ability to identify time-instant of
the emergency strategy initiation (if required). The PIE
utilize short moving window of real power generated
(including power from solar PV) by the power sources
as input.

2. Next, subsequent to the PIE assessments, a novel Deci-
sion Assisted Adaptive Control (DAAC) is triggered
to assess the type, location (where), and magnitude of
actions for unstable operating scenarios of grid. The

proposed DAAC encompasses Decision Rule Based
Inference (DRBI) to identify and initiate set-of-actions
at a suitable location.

3. To maintain transient stability of solar integrated power
system and prevent the major portion of the system
from collapse, the proposed composite scheme is an
essentially response-based framework. Moreover, all
the actions are implemented in real-time using syn-
chrophasor measurements. Therefore, the proposed
scheme has a generalization capability which finds
application to any system (with or without solar energy
sources) in a wide range of operational scenarios.

The proposed composite methodology is evaluated using a
modified New England 39 Bus test system that incorporates
solar energy. Fig. 1 illustrates an overall summary of the
unified framework. The remainder of the paper is organized
as: Section II describes the Prompt Instability Evaluation of
impending transient system instability in presence/absence
of solar energy. Section III describes the Decision Assisted
Adaptive Control (DACC) strategy to control system stability
and enhance grid performance. The results and discussion
on the test system with/without solar energy penetration are
discussed in Section IV. The conclusions of the investigations
are presented in Section V. Fig. 2 illustrates the section wise
structure of the paper.

II. REAL-TIME POWER SYSTEM STABILITY ASSESSMENT
The post-disturbance power system severity can be assessed
by timely monitoring any one or more of bus voltage, fre-
quency, and angles. This section presents a novel real-time
transient stability assessment (TSA) of power systems
with/without solar energy penetration. First, themathematical
formulation of power system dynamics with/without solar
energy is detailed. Subsequently, the proposed methodology
of prompt instability evaluation for imminent transient insta-
bility is presented.

A. POWER SYSTEM DYNAMICS
The electric power delivered by synchronous machine is [19]:

Pej = Pmj −
(
2HjSj
fn

)
dfGj
dt

(1)

where, fn is nominal frequency, Pej (MW) is electric power
generated, Pmj (MW) is mechanical power, Hj (MW.s/MVA)
is inertia constant, Sj (MVA) is machine rating, and fGj is
frequency of jth machine. During equilibrium condition, elec-
trical power equals the mechanical power and Eq (1) is thus
modified as:

dfGj
dt

= 0 → Pej = Pmj (2)

In steady state condition, rate of change of frequency equals
zero. If the equilibrium is disturbed during transient con-
ditions, the rate of change in frequency can be either
positive, indicating a decrease in electrical output, or nega-
tive, suggesting an increase in real power output and is given
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FIGURE 1. Overall summary of the proposed unified scheme.

FIGURE 2. The section wise structure of the paper.

as:

dfGj
dt

> 0 ⇒ Pej ↓

dfGj
dt

< 0 ⇒ Pej ↑ (3)

The combined generated power (Pe) delivered by n machines
is:

Pe =

n∑
j=1

Pej (4)

The total system inertia based on the individual generator
inertia constant and rated MVA power is calculated as:

H =

n∑
i=1

HiSi

n∑
i=1

Si

(5)

The PV system does not use a spinning mechanism to gen-
erate electricity. Thus, the solar farm’s power does not have
power-frequency equivalency. Furthermore, this integration
adds no inertia to the system; rather, total inertia in the
network reduces [3]. The decreased inertia lowers the crit-
ical clearing time for machines, causing them to get out of
synchronism. Solar energy penetration can be incorporated
into the grid either by replacing conventional synchronous
machine plants or into the areas without conventional gener-
ators. In the first scenario, Eq. (6) with n′

=n, can be used to
determine the total power supplied. In contrast, in the second
case, the total power is calculated using Eq. (6) with n’ =n-
PV, where PV is the number of solar plants in the grid. The
power delivered by a power system with n′ power generating
sources is:

Pe =

n′∑
j=1

Pej + PPV (6)

where, PPV is power generated by the solar parks. The overall
system inertia is reduced with SE and a decreased SG-based
generation mix, and is computed as:

H ′
=

n′∑
i=1

HiSi

n′∑
i=1

Si + SPV

(7)

where, SPV is solar plants MVA from and H ′ reduced inertia.

B. PROMPT INSTABILITY EVALUATION (PIE)
One of the consequences of the ensuing event in the net-
work is an angular separation of rotor angles amongst the
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FIGURE 3. System power time series for transient stable and unstable operating scenario.

synchronous machines. In accordance with post-event system
dynamics, an increase in power produced by an advanced
generator tends to decrease the separation in rotor angles. At a
specific time-instant, the increase in rotor angle of the accel-
erated generator decreases power supply, which may further
lead the generator to fall out-of-step. The information of rotor
angle separation in crucial for power system secure operation
and is known as transient stability. Transient Stability is the
rotor angle stability of the system to regain synchronismwhen
subjected to large disturbance(s). Following the disturbance,
prompt TSA assessment ensures sufficient time margin to
formulate and deploy emergency control and augment grid
sustainability. In this regard, timely, effective interpretation
and valuation of short-synchronized data window is besought
to estimate early TSA before the system actually exceeds
the transient stability limits. Fig. 3 illustrates the variation
of the total system active power for ensuing transient stable
and unstable operating scenarios. This figure reflects that
the variation in electric power is different for stable and
unstable operating scenarios. Initially, the system is operating
in equilibrium state such that rate of change of frequency is
zero. At FAT, a severe fault (short circuit) occurs, resulting
in disturbance of equilibrium and decreased generated power
output from sources. Next, post-FCT, all the power sources
tend to recover from the fault. Situations where the system
power recovers and re-stablishes equipoise, results in tran-
sient stable system. Few scenarios where at certain instant of
time, the total system power starts decreasing, the systemwill
be moving to transiently unstable operations.

Thus, the total system power variations possess crucial
information of transient stability of the system and therefore
power variations can be utilized for identifying state of the
system. Henceforth, continuous investigation of total gener-

ated power short-data window can be utilized to assess the
estimations of awaiting instability. The short data window
ensures fast response of system’s instability status. How-
ever, long data window may provide more better estimation
but have a large response time; such that, the system will
already advance towards extreme settings leading to com-
plete collapse. Thus, there is a trade-off between accuracy
and response time, present short data length successfully
appraises TSA in adequate response time for real-time appli-
cations. Fig. 4 displays the procedure utilizing a time series
of generator rotor angle and total active power. The figure
exhibit’s fault initiation, clearance, three-cycle moving aver-
age of power data window, time-instant of no return T ,
early transient instability detection, time of detection (td ),
and available time margin to assess and deploy remedial
measures. The mathematical formulation of the proposed
PIE is detailed below. Let, PeDW be three-cycle window of
generated power in the power system through Eq (6) as:

PeDW = [Pe(ti)Pe(ti+1)Pe(ti+2)]

∀tε[FCT + 1cycle, td ] (8)

The moving data window of generated total power is
employed to acclimatize the power system dynamics in real-
time. Exponentially Weighted Moving Average (EWMA)
is used for this purpose. EWMA [27], [28] is a statistical
approach to remove noise (random fluctuations) and priori-
tizing recent measurements. Such that, recent measurements
are weighted substantially higher than the preceding data to
determine real-time system dynamics. For t th time sample,
the filtered data points can be calculated through Eq (9) and
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FIGURE 4. Proposed power system transient instability assessment.

weighing factor α is calculated through Eq (10) as:

Pe′ [t] = αPe [t] + (1 − α)Pe′ [t − 1] (9)

α =
2

span+ 1
(10)

In this work, span equals two data samples. The processed
three cycle data available from Eq (9) is applied to 2-Degree
polynomial fitting by minimizing the least squared error:

min (E) = min
3∑

m=1

|p (xm) − Pe′m|
2 (11)

The Eq (12) is utilized to validate themaximawithin 2-degree
polynomial of the form:

p (x) = c0 + c1x + c2x2 (12)

The maxima ensure the time of no return, that is, post-fault,
the system does not tend towards recovery mode. Alterna-
tively, within next few cycles, it will exceed transient unstable
settings. Hence, at this step we are able to identify viz. (a) sys-
tem is in-advance predicted to be transient stable or unstable,
(2) time of initiation of emergency control actions, as shown

in Fig. 5. The immediate detection of unstable operating state
of the system ensures sufficient time margin to assess and
deploy the wide area emergency remedial actions in real time.

III. REAL-TIME WIDE AREA EMERGENCY REMEDIAL
STRATEGY
This section details the proposed real-time emergency action
strategy appropriate for power systems with /without solar
farm. The approach incorporates Decision Assisted Adaptive
Control (DAAC) that leverages network real-time data to
develop appropriate procedures. To sustain system stability,
DAAC identifies action type (what), location (where), and
magnitude based on a set of inference rules.

A. DECISION ASSISTED ADAPTIVE CONTROL (DAAC)
The real-time instability detection in the last section by PIE
triggers the Decision Assisted Adaptive Control (DAAC).
The DAAC computes the decision variables utilized by infer-
ence rules to identify the action type, location, and magnitude
in the proposed strategy. These decision variables estimate
the individual generator and system power imbalance and
are based on real-time network information. As the DAAC

118448 VOLUME 11, 2023



D. R. Shrivastava et al.: Data-Driven Unified Scheme to Enhance the Stability of Solar Energy

FIGURE 5. Overall summary of prompt instability evaluation.

is network data-driven, it is adaptive to system’s topological
and functional variations. Subsequent to PIE assessment,
for jth machine and at the time instant of PIE assessment,
synchronized generator frequency along with MVA rating
(S) and generator inertia (H ), estimates the generator power
imbalance dPgj as:

dPgj =

(
2HjSj
fn

)
dfGj
dt

∀jεn (13)

Summation of Eq (13) for all the n machines (n′in case of
solar energy penetration) in power grid, estimates the total
system power imbalance delP as:

delP =
2
fn

n∑
j=1

HjSj
dfGj
dt

(14)

Although the generator frequency is qualitatively identical to
the frequency of the node to which it is connected, the effect
of interconnected nodes and local loads results in a small
numerical difference. These trivial differences are utilized to
estimate individual machine power imbalance. Thus, for jth

machine, estimated power imbalance due to frequency of the
node connected to the machine is:

dPgFj =

(
2HjSj
fn

) df FGj
dt

(15)

where, f FGj is frequency of generator node and dPgFj is
estimated power imbalance due to node frequency for jth

machine. The calculation of Eq (13) – (15) performed for
single time instant, not only facilitates the fast identification
of remedial solutions, but also decreases memory utilization
for the power data processors located at centralized control
centres. These power imbalances are taken as input to Deci-
sion Rule Based Inference (DRBI) to find the appropriate
‘‘type, location and magnitude’’ of the actions. The overall
implementation of DAAC is summarized in Fig. 6.

B. DECISION RULE BASED INFERENCE
To endure system synchronism under abnormal scenarios
a novel strategy Decision Rule Based Inference (DRBI) is
proposed. DRBI, in its initial step, determines the type of
action (What) to be employed. At time instant T , if any
generator in the network is supplying excess power such that
it is accelerating against the rest of the system, it is necessary
to reject that generator from the system. The rejection of
generation may cause other machines to share the power
imbalance in proportion to their respective inertias. However,
generator rejection has to be supplemented by load shedding,
as it may still give rise to a power imbalance in the system.
Therefore, relative load shedding is to be initiated to balance
the generation-load imbalance. In contrast, load shedding is
proposed if the load demand exceeds the power output from
generators, affecting one of the machines to slow down in
comparison to the rest of the system. The power imbalance
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FIGURE 6. Proposed real-time emergency control strategy.

FIGURE 7. Proposed decision rule based inference (DRBI).

estimate computed through Eq (15) serves the decision vari-
ables for deciding the control action type: generator tripping
and/or load shedding as:

dPgFjT →

{
< 0 → LoadShedding
> 0 → GeneratorRejection

}
(16)

The negative estimates of dPgFjT for any generator infer the
increased load demand. The set of actions corresponding to
load curtailment is necessary to sustain stability. Alternately,

positive estimates for all generators indicate excess power
generation and it necessitates generation rejection followed
by proportional load shedding. Fig. 7 highlights the suitable
action type (What), location (Where), and magnitude (How)
following the calculation of Eq (16). In the proposed DRBI,
the set of actions as a stepwise approach are labelled as
Action Set (AS) and are highlighted in Table 1. These Action
Sets indicate the step-by-step approach to be adopted among
each action type, the appropriate location and magnitude for
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TABLE 1. Action set in proposed DRBI.

necessary remedial measures. Each of these action set is
detailed in the following sub-sections.

1) GENERATOR TRIPPING: ACTION TYPE AS(1)
→AS(4)

a: LOCATION IDENTIFICATION
As the generator rejection decision is indicated, the location
of the generator to be tripped is assessed. Since generation
rejection is the consequence of increased generation in the
system, the generator with excessive power generation among
n machines is the candidate generator to be tripped. Appar-
ently, the machine with the maximum imbalance contributes
most to surplus generation. Its rejection will suitably ease the
imbalance in the system. Thus, at time instant T , Eq (17) is
sorted in descending order to identify the individual generator
maximum power imbalance. The candidate generator with
maximum imbalance (say jth generator) is to be rejected. The
process of identifying the candidate generator to be tripped,
is represented as,

sort(dPgj|T ) ⇒ max
[(

2HjSj
fn

)
dfGj
dt

|T

]
∀jεn (17)

b: MAGNITUDE AND LOCATION OF LOAD CURTAILMENT
The surplus power generation prior to generator rejection
indicates a low power demand at load sites at time-instant of
instability detection. Following the generator rejection, cur-
tailment of large load buses may manifest an increased power
demand from the system. Thus, it is imperative to identify the
buses with light loads and curtail the adequate magnitude in
real-time. Considering this fact, a new Load Sharing Index
(LSI) has been developed in this work to identify the percent-
age share of total system load being shared by individual load
bus. It basically calculates the share of individual load based
on frequency deviation against nominal frequency at T . The
deviation is then normalized by the cumulative deviation for
all the load sites to obtain the percentage share. After tripping
the identified generator, for the system with l loads, LSI for
k th load is calculated as,

LSIk =
fk |T − fn∑l

k=1 (fk |T − fn)
x100 ∀ k εl (18)

where, fk |T is k th load bus frequency at time T and fn is nom-
inal frequency. Following the generator trip, the numerical

FIGURE 8. IEEE 39 bus test system.

TABLE 2. Detailed data generation.

valuations from LSI are then utilized to estimate the location
of load sites for load curtailment.

c: ACTION SET AS (1)→ AS(4)→ AS(5)→ AS(7)

The LSI for all the loads is sorted to identify the least load
sharing node.

If the load bus is same as that of the tripped generator and
that the load pre-disturbance magnitude exceeds estimated
imbalance delP at T time-instant, the equivalent magnitude
LPj from this candidate load bus is curtailed. The electrical
loads are in general characterized into two components: real
and reactive. It is impractical to consider only real com-
ponent for load shedding. Therefore, it is essential to shed
the adequate quadrature component of the load. The reactive
component LQj to be shed is calculated in proportion to the
ratio of pre-disturbance reactive and real power component
and LPj. Overall, the set-of-actions for this strategy is labelled
as AS(1) →AS(4) →AS(5) →AS(7). Thus, the necessary
magnitude of candidate load to be shed is calculated as,

LPj
LQj

}
⇒

|delP|T[
Qj0

/
Pj0

]
LPj

}
∀ j ε l (19)

where, for jth location, LPj is active power and LQj is reactive
power of the candidate load to be shed, Pj0 is pre-disturbance
active power, Qj0 is pre-disturbance reactive power for jth

load.
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FIGURE 9. Proposed TSA for illustrative example I.

FIGURE 10. Outcome of three cycle delayed emergency remedial strategy for illustrative example I.

d: ACTION SET AS(1)→ AS(4) → AS(5) → AS(8) AND
ACTION SET AS(1) → AS(4) → AS(6)
Alternatively, if the identified LSI calculation suggest the load
bus that is not the same as of tripped generator (j /∈ l ) or,
if the pre-disturbance magnitude load at jth location is less
than that of the estimated power imbalance (Pj0 < delP );
each load in the network is considered as a candidate load for
load shedding. The magnitude LPk of the load to be curtailed

is decided based on frequency deviation of the candidate
load bus at T time-instant, pre-disturbance load amount, and
power imbalance. The load with smaller frequency devi-
ation from nominal frequency and a less pre-disturbance
loading shares the major component of load shedding. Sim-
ilarly, the reactive component LQk to be shed is calculated
in proportion to ratio of pre-disturbance reactive and real
power component, and LPk . Overall, the set-of-actions for the
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FIGURE 11. Impact of additional three cycle delayed Emergency Remedial Strategy for illustrative example I.

FIGURE 12. Modified new england 39 bus system with conventional
generator replaced by solar farm at Bus 32.

situation (j /∈ l ) is labelled as AS(1) →AS(4) →AS(6), while
the action strategy for the situation ( Pj0 < delP ) is labelled
as AS(1) →AS(4) →AS(5) →AS(8). In both instances, the
magnitude of load to be shed from all the load in the system
is calculated as,

LPk
LQk

}
⇒

 ((
Pk0
1fk

)
delP

)
/
∑n

k=1

(
Pk0
1fk

)[
Qk0
Pk0

]
LPk

∣∣∣∣∣∣
T

∀kεl (20)

where, for k th load, LPk is active power and LQk is reactive
power to be curtailed, Pk0 and Qk0 is pre-disturbance active
and reactive power, and1fk is the frequency deviation against
nominal frequency.

2) LOAD SHEDDING: ACTION TYPE AS(1)
→AS(2)

a: ACTION SET AS (1)→ AS (2)→ AS (3)

At the instant of instability detection, the negative power
imbalance depicted by Eq (16) showcases the excess power

demand. This additional power demand is numerically equiv-
alent to the estimated power imbalance. Under this scenario,
one or more generators may slow down. In the opera-
tional scenario of a single generator being slow down,
all loads in the network are labelled as candidate loads.
In proposed DRBI, these adopted set-of-actions are labelled
as AS(1) →AS(2) →AS(3). To distribute the imbalance
among the loads, frequency change methodology [19] is
utilized to calculate the magnitude of load shedding and is
calculated by:

LPk
LQk

}
⇒

[
(Pk0 · 1fk · delP) /

∑n
k=1 Pk0 · 1fk[

Qk0
Pk0

]
LPk

]∣∣∣∣∣
T

∀ k ε l

(21)

where, at k th location, 1fk is the frequency deviation
against nominal frequency, LPk is active power, LQk is reac-
tive power to be shed. The frequency dependent strategy
for load shedding distribution among the candidate loads,
depends on individual load pre-disturbance numeric value
and load bus frequency. Such that, a load with greater
frequency deviation from nominal frequency and more pre-
disturbance loading, shares the larger component of load
shedding.

C. ACTUAL TIME OF ACTION DEPLOYMENT
Although the instigation of emergency actions is signaled
at the time of instability detection, the actual initiation of
actions is delayed. The delay in deployment is due to various
associated delays for executing corrective actions [29] includ-
ing latency in communication to central logic, substations,
power plants, delays due to circuit breaker operating time,
and computer processing time. Thus, post T time instant,
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TABLE 3. Comparative evaluation of the proposed PIE with state -of-art learning techniques.

TABLE 4. Emergency remedial scheme for illustrative example I.

td1, td2, and td3 are time delays in the actual initiation of
control actions such that this delay corresponds to a specific
Action Set.

IV. RESULTS AND DISCUSSION
This section validates the implementation of the proposed
unified scheme on the IEEE 39Bus test systemwith andwith-
out solar energy integration. The DIgSILENT Power Factory
is utilized to perform the simulation of the test system. The
test system conventionally has 39 nodes, 34 lines, 12 trans-
formers, 19 loads, and 10 synchronous generator-based
power sources with a base 6266.82 MVA generation and
load of 6257.77 MVA and, as shown in Fig. 8 [5]. In this
paper, real-time data is available with 1 sample/cycle (60 Hz
sampling frequency). The performance of the proposed com-
posite scheme is tested on generated database consisting of
different faults with different system loading. The distur-
bances simulated are considered individually and in cascaded
scenario and are categorized in stable /unstable scenarios.
Table 2 illustrates the generated dataset comprising event cat-
egory, unstable/stable cases and total cases. In the subsequent
sections, first the performance scores of the proposed PIE
and DAAC implementation are discussed. Next, execution
of proposed strategy on test system in absence of solar farm
is showcased through illustrative example I. Subsequently,
to test suitability of the proposed scheme to enhance stability
and avoid grid collapse on SE penetrated power system, one
representative example with single SE penetration (illustra-
tive example II) and illustrative example III with multiple
bus SE penetration are employed. Finally, a comparative
assessment of the presented work against available state-of-
art is showcased. The proposed strategy is realized on a PC
with Intel i5 CPU 2.4 GHz processor and 16 GB RAM.

TABLE 5. Emergency remedial scheme for illustrative example II.

A. PERFORMANCE EVALUATION OF PROPOSED PIE AND
DAAC
A comparative evaluation of the proposed PIE scheme with
the data-mining techniques available in literature is accom-
plished and is detailed in Table 3. The Table presents statistics
regarding the count of cases that were incorrectly classified
as stable (referred to as ‘‘Missed Alarm’’) and the count of
cases that were incorrectly classified as unstable (referred to
as ‘‘False Alarm’’) for each type of event. As is apparent, the
proposed PIE for TSA provides multiple objectives, includ-
ing predicting future instability, reducing the occurrence of
false and missing alarms, and evaluating the time required
to execute emergency actions. A comparative analysis has
been performed to assess the effectiveness of machine learn-
ing approaches available in literature and the proposed PIE
methodology for different cases.

The data mining techniques, in comparison to the proposed
PIE, require training using 80% of the available data, while
the remaining 20% is utilized for testing themodels. However
contrary to these techniques, the PIE approach does not
employ learning models; instead, all the generated data is
subjected to testing. The results indicate that the performance
of the suggested PIE method in assessing the likelihood
of impending system transient instability is superior. Upon
identification of impending instability for the unstable cases
in Table 3, DAAC is deployed to sustain system stability
and augment power grid operation. The proposed control
action strategy successfully augments grid performance and
stability.

In the subsequent sub-sections, the performance of
DAAC is displayed by two illustrative examples in the
absence/presence of solar plant. Moreover, the performance
of the composite scheme is also showcased on solar plant
integration at multiple locations with an illustrative example.
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FIGURE 13. (a) The dynamic model of PV plant; (b) Electrical control model block diagram.

FIGURE 14. System inertia in presence and absence of solar energy
penetration.

B. TEST RESULTS OF THE PROPOSED FRAMEWORK ON
TEST POWER SYSTEM IN ABSENCE OF SE PENETRATION
In this section, the proposed scheme is employed on test sys-
tem in absence of solar energy integrations. For this purpose,
stepwise assessment on illustrative example I is showcased.

1) ILLUSTRATIVE EXAMPLE I: CASCADING EVENT SCENARIO

System loading: 101% of base case
Fault 1: Short Circuit near Bus 03
Fault 1 FAT=1s
Fault1 Cleared: FCT=1.2s by opening Line 03-18, and

subsequently,
Fault 2: Line 02-25 Outage
Fault 2 FAT=1.25s
Example I is an illustration of cascaded events intended to

comprehend the system response with and without the sug-
gested unifiedmethodology. Fig. 9 represents the generator(s)
bus angles response to the consecutive faults. At 2 seconds,
Generators G30 and G39 are clearly out-of-phase with the
event 1 post-fault clearance and the simultaneous onset of
event 2. This transient instability spreads to the remaining
generators, and G33-G38 are out of synchronization during
the following few cycles (about 2.6 seconds), the system
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FIGURE 15. Illustrative Example II: without emergency remedial strategy.

FIGURE 16. Illustrative Example II: load shedding.

collapses. To avert a blackout, it is critical to detect the
instability early, formulate, and execute emergency steps. The
PIEmodule is initiated to estimate the forthcoming instability
scenario. The PIE module identifies the impending transient
instability settings at 1.417 seconds, allowing approximately
0.6 seconds to schedule and deploy an emergency control
strategy. The proposed TSA indicate that (1) the system is
transiently unstable; (2) the time of control initiation; and (3)
DAAC implementation is flagged. The proposed Emergency
control strategy computes the action type, location, and mag-
nitude tabulated in Table 4. The action typeAS(1)→AS(4) that
is generator rejection followed by load shedding is suggested
with an appropriate magnitude of respective action. Due to

different delays associated with deploying the remedial con-
trol strategy, the actual time of initiating emergency control
is delayed.

The emergency control strategy effectively avoids grid
collapse even with a 3-cycle (0.05 s) time delay, as evident
from Fig. 10. The figure showcases the system average load
voltage profile, generator bus angles, and overall timeline of
the complete procedure. At times, due to network congestion,
the delay in deployment may be more. In this regard, the
remedial solution is deployed with an additional delay of
3 cycles (a total of 6 cycle delay) as shown in Fig. 11. The
figure elaborates: effect of delays in deployment for system
average load voltage, generator bus angle against no control
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FIGURE 17. Illustrative Example II: with emergency remedial strategy.

FIGURE 18. Modified new england 39 bus system with conventional
generator replaced by solar farm at bus 30, bus 32, and bus 36.

application, and overall timeline for the proposed composite
scheme for 6-cycle delayed deployment. The results highlight
that there is no significant variation in system voltage profile
and generator angle for an additional time delay. Evidently,
the results validate the applicability of the proposed unified
strategy to mitigate transient instability and avoid grid col-
lapse even under a series of faults.

C. TEST RESULTS FOR SOLAR ENERGY INTEGRATED
POWER SYSTEM (SINGLE LOCATION)
This section examines the applicability of the proposed
method on the test system that has been modified by solar

FIGURE 19. System inertia in absence and presence of solar energy
penetration at single and multiple locations.

energy integration. Fig. 12 demonstrates the modified test
system with a solar PV farm replacing a conventional gener-
ator at Bus 32. The 650 MW solar PV farm with 50 columns
and 20 rows, adding 1000 PV units; each unit has a 720 kVA
0.9 pf inverter that generates 650 kW of electricity. The
dynamic model of a solar PV plant utilized in the study
consists of (a) a plant controller, (b) electrical controls, and
(c) a grid interface module [30]. The Plant Controller utilizes
voltage and reactive power output to imitate var/volt control
and frequency and active power output to follow active power
control at the plant level. The power output acts as a refer-
ence to the electric control model to give real and reactive
current as output and terminal voltage and generated power
as feedback. The real/reactive currents are utilized by the grid
interface module to process and inject real/reactive current
into the grid. The overall layout of the dynamic model is
outlined in Fig. 13 (a). The faster active power recovery (fault
ride through capability) of PV inverters indicates the response
of PV inverter against voltage sags due to grid disturbances.
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FIGURE 20. Illustrative Example III: without emergency remedial strategy.

TABLE 6. Emergency remedial scheme for illustrative example III.

In this condition, the inverter remains connected to the power
grid and delivers the requisite amount of reactive current dur-
ing the time of grid faults with zero real current injection. The
control model as shown in Fig. 13 (b), which is considered
in this work, enhances the active power recovery capability
and other essential parameters, thus improving the fault ride
through capability.

Following the solar energy integration, the system oper-
ates within permissible frequency settings of about 60 Hz
nominal frequency (flow(norm) = 59.9 Hz, fhigh(norm) =

60.1 Hz) [26]. However, with solar energy penetration, the
system inertia decreases, and it is highlighted in Fig. 14. The
decreased inertia indicates a reduced time-margin to sustain
system frequency within operating limits until control set-
tings are initiated. The performance of the proposed strategy
enabling real-time emergency control of modified test system
is demonstrated with the following illustrative example.

1) ILLUSTRATIVE EXAMPLE II
At System Loading 98% of base case and 10.72%
solar energy penetration, Short Circuit fault occurred

near Bus 02, FAT=1s; Cleared by opening Line 02-25,
FCT=1.2s.=

This scenario reflects a response of the SE penetrated
test system when subjected to a disturbance as shown in
Fig. 15. The figure also displays the Bus 32 (solar energy
source) voltage magnitude and angle response for the consid-
ered disturbance. Subsequent to the fault clearance, within
one second, G37 and G38 generators are out-of-step. The
arisen instability is then propagated in whole system and
can be visualized via the system load voltage profile. The
proposed PIE assess the system to be unstable and time to
initiate remedial strategy. The application of DAAC suggests
load shedding equal to the estimated power imbalance in
the system, viz. 600.334 MW. The recommendations of the
strategy are tabulated in Table 5. The distribution of % load
shedding among different loads is calculated and illustrated
in Fig. 16 (a). Moreover, Fig. 16 (b) displays the total system
load for pre and post deployment of strategy with active
(MW) and quadrature (MVAr) components. The application
results in Fig. 17 showcase the successful implementation
of the proposed method in controlling system stability and
enhancing grid performance even in the presence of SE pen-
etration. The post-emergency control system performance is
shown via the average load profile, generator node angles,
and solar penetration site voltage profile.

D. TEST RESULTS OF THE MULTIPLE LOCATIONS SOLAR
ENERGY INTEGRATED POWER SYSTEM
The capability of the proposed composite scheme is further
tested on the New England 39 bus test system modified with
multiple solar plants replacing conventional generators at
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FIGURE 21. Illustrative Example III: load shedding post generation.

FIGURE 22. Illustrative Example III: with emergency remedial strategy.

Bus 30, Bus 32, and Bus 36, as shown in Fig. 18. A solar
PV farm rated at 330 MVA is located at Bus 30, 660 MVA
is located at Bus 32, and 550 MVA is located at Bus 36.
However, the multiple solar energy penetration decreases
system inertia further than that of single site penetration,
as shown in Fig. 19. The proposed strategy enabling real-time
emergency control of the modified test system with SE pen-
etration at multiple buses is demonstrated with Illustrative
Example III.

1) ILLUSTRATIVE EXAMPLE III
At 100% System Loading and 22.795 % solar energy
penetration, Short Circuit fault occurred at Line 26-28,

FAT=1s, Location= 50%; Cleared by opening Line 26-
28, FCT=1.2s.

The example III demonstrates another effective application
of the proposed scheme on increased solar energy integrated
test system when subjected to a disturbance. The network
response for ensuing event is shown in Fig. 20. Post-fault
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TABLE 7. Performance comparison of proposed work.

clearance, with course of time, initially, generator G38 is
most advanced against the rest of the system and is out-of-
step by around 1.55 seconds. Subsequently, this instability is
propagated to the rest of the system, and the grid collapses.
It is therefore important to assess the impending instability
state and apply remedial solutions to avert the grid failure.
The prompt TSA assessment, post-assessment action type
judgement, time of initiation, and action magnitude are tab-
ulated in Table 6. As generator G38 is accelerating more
than other generators and driving other machines to slow
down more, it is appropriate to trip the generator. As G38
tripping adds to the power imbalance, load shedding cor-
responding to the estimated imbalance is necessary. Load
Sharing Index estimates suggest an adequate magnitude of
load shedding from all the loads essentially in proportion to
the 682.049MWpower imbalance. The distribution of% load
shedding among different loads is calculated and illustrated
in Fig. 21 (a).

Moreover, Fig. 21 (b) displays the total system load for
pre and post deployment of a strategy with active (MW) and
quadrature (MVAr) components. A delay of 3 cycle in gener-
ator trip and 3 cycle delay (total 6 cycle) in subsequent load
shedding are considered to allow different associated delays.
The application results in Fig. 22 showcase the successful
implementation of the proposed methodology in controlling
system stability and enhancing the grid performance even
in the presence of SE penetration at multiple locations. The
post-emergency control system performance is shown via
the average load profile, generator node angles, and solar
penetration site voltage profile.

E. COMPARATIVE ASSESSMENT OF THE PROPOSED
FRAMEWORK
The performance of the proposed method has been further
validated through a comparison with the present state of
the art. Investigations on the transient stability assessment
and effective deployment of emergency control mechanisms
for these solar energy integrated systems is relatively rare.
Therefore, we have considered following references [17],
[26] and [31] for the comparisons which empirically con-
tributes similar to that of this article. Table 7 showcases the
superiority of the proposed scheme with respect to consid-

ered references. The attributes considered for the evaluation
are: (1) solar energy penetration in the grid, (2) false and
missed alarms of real-time stability assessment, (3) types
of emergency measures and their magnitude, (4) nature of
enhanced grid operation and (5) type of execution. Evidently,
the proposed scheme flags prompt TSA assessment with zero
missed alarms, very few false alarms, computes the action
type, location, and magnitude of emergency strategy in real
time with minimum computation burden. Additionally, the
presented method is suitable for both the power systems:
conventional grids and grids with solar energy penetration at
single and multiple buses.

V. CONCLUSION
In the scenario of increased power demand, the grid oper-
ators are poised to increase renewable energy penetration.
The increased generation combination impels the centralized
control centers to effectively monitor and perform vulnerabil-
ity assessment. Grid control centers are required to identify
and implement the intended emergency control measures
and improve grid sustainability based on the assessments.
Essentially, these measures are required to be insensitive
to renewable energy generation in the grid. In view of it
following contributions has been accomplished in this article:

1. A unified approach that ensures system synchronism
in a solar integrated power network by first assessing the
imminent susceptibility, then preparing and deploying the
emergency scheme is presented effectively.

2. To determine when corrective action should be taken and
to evaluate the impending transient instability of the system
in the presence of SE, the EWMA treated short-moving syn-
chronized data window of power generated from the sources
is employed.

3. A DAAC based emergency corrective technique is
implemented to maintain the system’s transient stability and
improve grid performance in real-time. The DAAC utilizes
DRBI to assess the action set comprising of action type,
location, and magnitude of actions.

The scheme is tested on New England 39 Bus test sys-
tem in the absence and presence of SE. The expediency
of the unified strategy in enhancing grid performance even
in the presence of single and multiple solar energy farms
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is highlighted. A comparative performance of the proposed
work with the available state-of-art establishes the utility of
the projected scheme.
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A B S T R A C T   

The performance of power networks is enhanced by the penetration of solar energy, which helps to equate 
continuously the generation and demand power imbalance. However, the time margin that grids must adapt to 
unforeseen frequency fluctuations and restore generation-demand equivalency is reduced by these linkages. 
Consequently, it exerts the stability and performance of the power grid at risk. Thus, it becomes vital to assess 
real-time system data and to recognize and implement suitable remedies to maintain a healthy system perfor
mance. In order to improve grid stability in power networks that have solar energy penetration, this manuscript 
suggests a data driven integrated framework. The proposed approach is a two-step framework wherein the first 
stage assesses impending transient instability in the system through novel Instability Evaluation (IE). Step two 
involves creating and deploying a Decision Boundary based Control (DBC) to stabilize an unstable system 
following an emergency control strategy. An IE module employing short-synchronized movement data is pre
sented for evaluating post-disturbance transient stability (TS). In the initial cycles following the fault initiation, 
the IE projects the impending transient instability. Next, an innovative DBC creates an emergency remedial 
system for unstable processes that determines the nature, magnitude and location of the remedial action. The 
DBC assesses pertinent action sets that it implements to sustain system stability using a proposed Decision 
Assisted Inference (DAI) technique. The simulation investigations validate the aptness of suggested analysis on 
the performance of power system with and without PV and topological variations.   

1. Introduction 

Worldwide, the electric power demand is growing at an unprece
dented rate. To keep up with the surging demand, power grids have 
integrated various renewable energy sources. Researchers, utility 

engineers, and system operators have recently shown an increased in
terest in the prospect of sustainable Renewable Energy Penetration 
(REP) to the power grids. The efficiency of the electricity grid is 
enhanced by the REP at strategic and vital sites. However, real-time 
monitoring, assessment of the status, and its control are significantly 
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challenged by the incorporation of renewable energy sources. REP in
tegrated power systems (Kezunovic and Overbye, 2018) have 
self-healing capabilities in the event of an emergency, increased grid 
resilience, and user-friendly interfaces to guarantee the reliability of 
electric power. Handling these unexpected aberrant setups requires 
real-time power data, situational awareness, and a suitable response 
strategy. Wide-area network data is transferred in sync using syn
chronphasor technology (Dragomir and Iliescu, 2015). The technique 
employs a group of Phasor Measurement Units (PMUs) to keep track of 
the system’s health in terms of the synchronized voltage and current 
phasor readings. In the context of Renewable Energy Penetration (REP), 
it is becoming increasingly important to verify and analyse this syn
chronized data in order to establish the grid’s integrity. REP also helps 
conserve natural resources and increase energy independence by 
providing fuel diversity. However, rising renewable penetration creates 
issues to grid operation because to decreasing system inertia. 

In the event of a power outage, the frequency of the system will shift 
when the balance between supply and demand is disturbed. System 
inertia, which impacts synchronous operation of machinery, gives 
power grids a buffer of time to adapt to these emerging imbalances (Li 
et al., 2023). System inertia is decreased when REP with zero inertia, 
like solar energy, is integrated with traditional grids. In regard to hybrid 
mode of the power generation, the ability of synchronous generator to 
respond promptly to the disturbances of system (i.e., specifically fluc
tuations in speed deviations, rotor angles etc.), may be significantly 
hindered. The generator angles may progress ahead of the rest of the 
system in response to a large disturbance. A faster rate of generator 
progress may hasten the rotor’s fall into an out-of-phase condition. This 
state is often referred to as "transitional instability." Therefore, TSA of 
the power system after a disturbance is crucial for the grid’s continued 
smooth functioning, particularly in the case of solar energy integration. 
Wide-area observations and machine-learning models are utilized in 
conventional power infrastructures to predict the online dynamic 
behavior of generators (Xie et al., 2023). Online dynamic analysis is a 
vital component of post-fault examinations of online systems; however, 
its practicality reduces in the setting of real-time frameworks. In order to 
foresee the severity of an oncoming incident, the Wide Area Transient 
Instability Severity Analyzer is recommended (Shrivastava et al., 2021). 
The evaluation is fast, accurate, and model-independent; however, it can 
only be used with traditional power grids. 

Phase plane trajectories (Latiki et al., 2022) approximates the tran
sient stability margin based on CCT estimations, which represent the 
maximum time margin to clear a fault, are being investigated in the 
literature. Examples of state-of-the-art methods used in the computation 
of CCT for generators include Mahalanobis-kernel regression (Liu et al., 
2020) and parametric sensitivity analysis (Shrestha and 
González-Longatt, 2021). Zhan et al. (2023) propose a conditional 
generative adversarial network and hybrid transfer learning approach in 
order to enhance the prediction of TS. In anticipation of the transient 
stability status of the system, an adaptive spatial- temporal methodology 
in conjugation with long short-term memory ensemble is suggested in 
Reference (Tang et al., 2020). A convolutional neural network-based 
TSA, oscillatory and non-oscillatory instability mode is presented in 
(Shi et al., 2020). In reference (Li et al., 2022), a technique is proposed 
that makes use of the internal feature transmission of deep forest and is 
based on active transfer learning. By incorporating pre-trained Inage
Net, (Kim et al., 2023) suggests a deep belief network-based method. A 
local linear interpreter model is also used to make sense of the results of 
the transient stability predictors. For power systems that incorporate 
renewable energy, (Mochamad et al., 2022) suggests multi-stability 
boundary analysis. The methodology is tested over varied power elec
tronic device penetration considering small and large disturbances rotor 
angle stability, voltage and frequency stability. Reference (Abrar and 
Masood, 2023; Mehrabi et al., 2019) offers an automatic load reduction 
strategy that serves to stabilize the system and avert blackouts in this 
regard. 

In (Paital et al., 2018), an SVC based on quasi-differential search is 
examined in an effort to mitigate transient instability. By increasing the 
damping of oscillations, the method reduces the time required for the 
stable state to settle. Nevertheless, it does not propose the necessary 
approach to enhance the system’s transient instability in the event that, 
following the disruption, the network begins to approach the maximum 
configurations. Kucuktezcan et al (Kucuktezcan and Istemihan Genc, 
2015). proposes Big Bang-Bang based optimization algorithm to 
enhance dynamic security of the power system by minimizing the 
operational cost of corrective-preventive control actions. The compu
tational burden and search space reduction is decreased by decision 
trees and correlation coefficients to formulate load shedding and 
generator rescheduling and enhance the transient stability of the system. 
Chandra et al (Chandra and Pradhan, 2021). introduced a load reduction 
technique via voltage stability index to stabilize the frequency of a SE 
based power network. The evolving transient instability may be 
repressed by employing recurrent corrective control (Babu and Sarkar, 
2021). The control strategy is decentralized scheme to first identify 
coherent generator in real-time and subsequently, the scheme is 
deployed in zone-wise distributed manner. Grid stability is improved 
through the deployment of an adaptive load shedding strategy that is 
based upon assessment of the power flow tracing (Kumar et al., 2019) 
and stability (Kumar et al., 2019; Bekhradian et al., 2023). In contrast to 
alternative power sources, the integration of solar energy does not 
impact frequency-power equivalence. However, it does impair time 
margins and stability bounds. As these power sources pose a risk to the 
stability of the grid, timely stability assessments are gaining importance 
in these systems (Kumar et al., 2019). Reference (Siddiqui et al., 2016) 
proposes a unified method for assessing the status of transient stability 
before implementing preventive and emergency control strategies. By 
employing synchronized voltage and angle measurements, the strategy 
is capable of forecasting system instability and devising emergency 
measures such as load reduction and generator tripping. Voltage sta
bility can also be improved through the deployment of an adaptive load 
shedding strategy (Tang et al., 2013). 

Post angle/voltage instability, a nonlinear programming based 
corrective action scheme is proposed to improve the dynamic security of 
the power system (Tuglie et al., 2000). The methodology enhances se
curity in the online time frame by minimizing objecting function-based 
load shedding. A novel approach to mitigate transient instability and 
short-term voltage fluctuations is proposed by employing emergency 
demand response (Kang et al., 2018). The trajectory sensitivity ranking 
based load shedding, load recovery and multi-objective evolutionary 
algorithms based coordinated preventive control-corrective actions are 
recommended to enhance the grid performance. A unique approach for 
corrective load shedding and preventive generation rescheduling is 
proposed to sustain wind energy penetrated power system transient 
stability (Yuan and Xu, 2020). The approach encompasses bi-level 
optimization model with risk coordination parameter. The load shed
ding and generation rescheduling cost optimization through golden 
section search and stability constraints is performed. A sudden genera
tion loss that triggers power flow redistribution and power imbalance 
may eventually lead the system to instability. A two-loop integrated 
algorithm based coordinated optimization scheme initiates load shed
ding and corrective line switching (Shi et al., 2019). The frequency or 
voltage security is achieved by linearized sensitivity based iterative 
optimization and coordination within action type is achieved through 
neighbor search to optimize magnitude of loads to be shed. A macrolevel 
dynamic assessment methodology and microlevel static coherency 
assessment (Babu and Sarkar, 2020) are employed upon real-time 
network data to identify coherent generators, deploy generator rejec
tion, and load curtailment. 

Existing approaches and strategies for hybrid power generation uti
lizing conventional synchronous generators and solar PV energy and 
either devise schemes for solar PV integration or implement an emer
gency remedy to restore frequency stability, according to the literature 
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review. The effectiveness of monitoring, evaluating, and controlling a 
solar-powered electricity grid is the subject of this study. An investiga
tion is commenced into the current estimation of forthcoming transient 
instability subsequent to the disruption. Furthermore, should the need 
arise, the methodology can be utilized to establish and implement real- 
time corrective actions in order to guarantee the transient stability of the 
power system that has been penetrated by solar energy. The key con
tributions of the investigations are potted as:  

1. First, IE is developed to carry out an early evaluation of a power 
grid’s transient stability when a significant amount of solar energy is 
integrated. The ability of IE to determine the precise instant at which 
an emergency strategy can be implemented is its main advantage. 
The IE leverages the real power’ short moving window of the power 
sources including solar PV power.  

2. Following the evaluation of the IE scenarios, a unique Decision 
Boundary-based Control (DBC) is initiated to determine the magni
tude, type, and location (where) of actions required for preventing 
unstable grid operating conditions. A novel Decision Assisted Infer
ence (DAI) is incorporated into the proposed DBC in order to identify 
and initiate action sets at an appropriate location. 

3. In order to safeguard the solar integrated power system against sig
nificant component failure and ensure transient stability, the pro
posed composite scheme functions as a response-oriented 
framework. In addition, realization of each action-set occurs in real- 
time through the application of synchrophasor measurements. Due 
to this, the proposed scheme is applicable to a vast array of opera
tional scenarios and can be implemented in any system. 

The proposed methodology is tested with a solar-powered adaptation 
of the New England 39 Bus evaluation system. A high-level overview of 
the unified framework is illustrated in Fig. 1. 

2. Early assessment of impending instability 

Bus frequency, voltage, and angle monitoring can be used to assess 
the state of the electrical grid following a disturbance. In this section, we 
present a novel approach to performing transient stability assessments 
(TSAs) in real time, comparing power systems with and without signif
icant penetration of solar energy. The synchronous machine’s electric 

power output with jth machine frequency fGj is (Tang et al., 2013): 

Pej = Pmj −

(
2HjSj
fn

)
dfGj
dt

(1) 

When mechanical and electrical powers are equivalent in an equi
librium state, Eq. (1) is changed to read as follows: 

dfGj
dt

= 0→Pej = Pmj (2) 

In a state of equilibrium, the rate of change of frequency is equal to 
zero. The rate of change in frequency, can be positive or negative 
depending on whether the equilibrium is disturbed during transient 
conditions, implying a decreased electrical output or increased actual 
power output, respectively as follows: 

dfGj
dt

> 0⇒Pej↓

dfGj
dt

< 0⇒Pej↑
(3) 

For n machines, the total generated electrical power (Pe) is: 

Pe =
∑n

j=1
Pej (4) 

For ith generator inertia and MVA rating, the system inertia is 
calculated as: 

H =

∑n

i=1
HiSi

∑n

i=1
Si

(5) 

The PV system produces power without the need of a spinning gear. 
Power-frequency equivalence does not exist for the power produced by 
the solar farm. Moreover, the system’s overall inertia decreases as a 
result of this integration rather than increasing it (Li et al., 2023). Ma
chines lose synchronism when their critical clearance time is lowered 
due to the decreased inertia. The solar energy penetration into the grid 
can occur through either by replacing the conventional plants by solar 
PV or by injecting SE at strategic locations. First, the total power Pe can 
be found through Eq. (6). In contrast with PV as number of solar farms 

Fig. 1. A general outline of the proposed composite scheme.  
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delivering PPV power, Eq. (6) is used in the second situation to determine 
the total power with n′ =n-PV. Together, the total power delivered in 
either situation is: 

Pe =
∑n′

j=1
Pej +PPV (6) 

With SE and a lower SG-based generation, the reduced system inertia 
is: 

H′ =

∑n′

i=1
HiSi

∑n′

i=1
Si + SPV

(7)  

2.1. Instability evaluation (IE) 

One consequence of the subsequent event in the power network is a 
variation in rotor angles among the synchronous machines. According to 
the dynamics of the system following an event, a more advanced 

Fig. 2. Typical templates for transient unstable and stable scenario.  

Fig. 3. Proposed Instability Assessment.  
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machine tends to decrease the disparity between the angles. Because the 
accelerated generator’s rotor angle is greater at that instant in time, less 
power is delivered, which could throw the generator out-of-step. This 
capacity of the system to restore synchronization following a substantial 
disruption is denoted as Transient Stability, also known as rotor angle 
stability. Early TSA evaluation after the disturbance allows adequate 
time to establish and apply emergency control and increase grid sus
tainability. Predicting TSA status of the system before it exceeds the 
stability bounds requires quick and effective analysis, and evaluation of 
the limited synchronized data window. Fig. 2 illustrates the variations in 
total active power of the system in the subsequent transient stable and 
unstable operating circumstances. 

The figure illustrates how the fluctuation in electric power varies 
depending on whether operational conditions are stable or unstable. At 
first, the system is in an equilibrium condition where there is no rate of 
change in frequency. A major fault (short circuit) happens at FAT, dis
rupting equilibrium and lowering source-generated power output. All of 
the power sources then typically recover from the interruption following 
FCT. Situations in which the power of the system recovers, and equi
librium is restored are indicative of a transient stable system. In a few 
instances where the total power of the system begins to decrease at a 
specific instant, the system will be advancing towards transiently un
stable operation. Therefore, power variations can be employed to 
determine the state of the system, as they contain vital information 
regarding the transient stability of the system. The ongoing analysis of 
the brief time frame of data pertaining to the overall power generation 
can thus be employed to assess predictions regarding imminent insta
bility. The short data window assures rapid response to the instability 
status of the system. Even though the potential for more accurate esti
mations, extended data windows have an extended processing time and 
can compel the system to approach extreme configurations, ultimately 
resulting in its complete failure. Therefore, a trade-off is achieved be
tween response time and accuracy; currently, the short length of the data 
adequately evaluates the TSA for real-time applications. Let, PeDW be 
generated power three-cycle window and represented through Eq. (6) 
as: 

PeDW = [Pe(ti)Pe(ti+1)Pe(ti+2)]

∀t ε[FCT + 1cycle, td]
(8) 

The dynamics of the power system are continuously modified in real 

time based on an evolving data window of the generated total power. In 
order to do this, we employ the Exponentially Weighted Moving Average 
(EWMA). In order to prioritize current measurements and eliminate 
noise (irregularities), EWMA is used (Kuo and Chou, 2021). As a result, 
in order to determine the dynamics of a system in real time, the most 
recent observations are given a far heavier weight than older data. Eq. 
(9) can be used to find the filtered data for the tth time sample, and Eq. 
(10) can be used to find the weighted factor: 

Pe′
t = αPet +(1 − α)Pe′

t− 1 (9)  

α = 2(span+ 1)− 1 (10) 

Two data points are considered a span in this work. The least-squares 
regression is utilized to fit a 2-degree polynomial to the three-cycle data 
in Eq. (9). 

min(E) = min
∑3

m=1

⃒
⃒p(xm) − Pe′m

⃒
⃒2 (11) 

Eq. (12) is employed to verify the validity of the maxima in the form 
of a two-degree polynomial: 

p(x) = c0 + c1x+ c2x2 (12) 

Maximas ensures the point at which the system will no longer 
attempt to recover following an event. Alternatively, it will exceed 
transitory unstable settings within the future cycles. This leads to the 
following conclusions: Fig. 3 demonstrates that (1) the time at which 
emergency control operations must be started depends on whether the 
system is predicted to be transiently stable or unstable. Timely detection 
of an unstable system allows for adequate evaluation and implementa
tion of corrective steps for real-time, wide-area emergency control. 

3. Decision boundary based control (DBC) 

This section elucidates the proposed Decision Boundary-based Con
trol (DBC). DBC determines what, where, and how much of an activity 
occurs based on a predetermined set of inference rules in order to 
maintain system stability. The decision boundaries are estimated by the 
Decision Assisted Inference (DAI) to determine the type of action, its 
location and magnitude are computed by the DBC. These decision var

Fig. 4. Proposed Decision Boundary based Control (DBC).  
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iables, which are derived from real-time network data, estimate the 
power variations among individual generator and the system as a whole. 
Due to its reliance on network data, the DBC exhibits adaptability to
wards variations in system topology and functionality. Subsequent to 
the IE assessment, for jth machine, the generator power imbalance dPgj is 
estimated as: 

dPgj =
(

2HjSj
fn

)
dfGj
dt

∀j ∈ n (13) 

The total power imbalance delP is the overall estimated imbalance 
for all the n (equivalent to n′ for solar energy) machines as: 

delP = (2/fn)
∑n

j=1
SjHj

(
dfGj

/
dt
)

(14) 

While the generator frequency and the generator bus frequency 
(f F

Gjfor jth machine) are qualitatively identical, a minor numerical 
discrepancy arises due to the influence of local loads and the inter
connected nodes. These minor variations are employed to approximate 
power imbalances in individual machines. Thus, for jth machine, the delP 
due to frequency of the node is: 

dPgFj =

(
2HjSj
fn

) df FGj
dt

(15) 

As input to Decision Assisted Inference (DAI), these power imbal
ances determine the most suitable action set. Fig. 4 demonstrates the 
proposed DBC and DAI. 

3.1. Decision assisted inference (DAI) 

In order to ensure system synchronization in atypical circumstances, 
a novel approach labeled Decision Assisted Inference (DAI) is proposed. 
DAI initially ascertains the nature of the action (What) that is to be 
implemented. It is imperative to eliminate a generator from the system 
at time instant T if its power supply is excessive and causing it to 
accelerate in opposition to the remainder of the system. Other machines 
may be compelled to distribute the power imbalance proportionally to 
their inertias in the event that generation is rejected. However, load 
curtailment must be implemented in conjunction with generator rejec
tion, as the latter may still result in an imbalance of power within the 
system. Relative load reduction must therefore be implemented in order 
to rectify the generation-load imbalance. On the other hand, load 
shedding is a proposed solution in which one machine in the system 
experiences a reduction in speed compared to the others when the power 
output from generators fails to meet the load demand. The estimation of 
power imbalance dPgF

jT 
derived from Eq. (15) is utilized as a criterion for 

determining whether to implement load shedding or generator failure as 
the control action. 

dPgFjT →
{

< 0→ Load Shedding
> 0→ Generator Rejection

}

(16) 

The higher load demand is implied by the negative estimates of dPgF
jT 

for any given generator. Load reduction procedures must be followed to 
ensure the system remains stable. When all estimations are positive, it 
means there is too much power being produced, which requires rejecting 
some of the generators’ output and then reducing the load proportion
ally. As seen in Fig. 4, after computing Eq. (16), appropriate action type, 
location, and magnitude are highlighted. The suggested DAI also shows 
the sequence of steps to be taken. These Action Sets detail the order in 
which each type of action should be taken, as well as the best place to 
take corrective measures and their ideal scale. In the sections that 
follow, we’ll go into greater depth about each of these action packs. 

3.1.1. Generator tripping 

3.1.1.1. Location identification. The assessment of the generator to be 
tripped initiates as soon as the decision of the generator’s rejection is 
identified. Given that generation rejection occurs as a result of increased 
generation, the machine generating the largest amount of electricity is 
likely the generator to be taken out of the system. Evidently, the 
generator exhibiting the largest imbalance is the primary contributor to 
the generation of surplus. Its rejection will effectively rectify the sys
temic imbalance. Therefore, Eq. (17) is arranged in descending order at 
time instant T in order to determine the maximal power imbalance of 
each generator. The generator candidate with the greatest imbalance (jth 

generator, for example) must be rejected. The procedure for determining 
the generator to be removed is: 

sort
(
dPgj|T

)
⇒ max

[(
2HjSj
fn

)
dfGj
dt

⃒
⃒
⃒
⃒
T

]

∀j ∈ n (17)  

3.1.1.2. Location and magnitude of subsequent load shedding. At the 
moment of detecting instability, the presence of excessive power prior to 
curtailing the generator suggests a low demand for power. In the event 
that the generator rejects a load, the system may experience an increase 
in power demand due to the restriction of large load buses. Therefore, it 
is critical to promptly recognize the nodes representing light loads and 
reduce their magnitude accordingly. This work thus proposes a novel 
Load Sharing Index (LSI) to determine the proportion of the overall 
system load that is being distributed among individual load buses. In 
essence, it computes the portion of individual load by comparing the 
deviation in frequency to the nominal frequency fn. The percentage 
share is then calculated by normalizing the frequency deviation by the 
cumulative deviation of all load sites. Subsequent to the generator trip, 
for the load shedding, the location of load sites is estimated using the 
numerical valuations obtained from LSI. The LSI for the kth load in a 
system with l loads is computed as follows: 

LSIk =
fk|T − fn

∑l

k=1

(
fk|T − fn

)
× 100 ∀k ∈ l (18)  

where, nominal frequency fn and kth load bus frequency fk
⃒
⃒
T is computed 

at time T. The least load sharing node is determined by sorting the LSI for 
each load. The magnitude LPj from the load bus is reduced if the esti
mated imbalance delP is less than the load pre-disturbance magnitude at 
time-instant T and that the load bus is identical to the one that triggered 
the generator. In general, electrical burdens are divided into two cate
gories: reactive and real. Strictly considering the real component of load 
shedding is unrealistic. Consequently, it is critical to eliminate the 
appropriate reactive component of the load. The amount of the quad
rature power LQj that is to be shed is determined by dividing the ratio of 
the real power component and LPj prior to the disturbance. The steps (1) 
→ (4) → (5) → (7) constitute the full action set for this strategy. 

In contrast, if, the LSI estimates load bus that differs from the one of 
the tripped generators location such that j ∕∈ l, or if the estimated power 
imbalance (Pj0 < delP) is greater than load at the jth location prior to the 
disturbance, every load in the power network is regarded as intrant for 
load curtailment. The determination of LPk to be shed, relies upon its 
frequency deviation at T, the quantity of load prior to the disturbance, 
and power imbalance. The load exhibiting a reduced pre-disturbance 
loading and a lesser frequency deviation from nominal frequency 
collectively endures the majority of the load shedding implications. The 
quadrature component LQk, which is intended to be curtailed, is simi
larly computed in terms of the fraction of the real power (pre-distur
bance) over the reactive component, and LPk. In its entirety, the 
sequence of events is designated as steps (1) → (4) → (6) and steps (1) → 
(4) → (5) → (8), respectively. 
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3.1.2. Load shedding 
The excess power demand is illustrated by the negative delP repre

sented by Eq. (16). The estimated delP is numerically equivalent to this 
additional power demand. In the event of such a scenario, one or more 
generators might experience a deceleration. When a single generator 
experiences a slowdown in operation, every load within the power 
network is designated as a candidate load. The proposed DAI assess 
these implemented steps of action as (1) → (2) → (3). In order to even 
out the imbalance among the loads, the percentage load shedding is 
computed using frequency change methodology (Tang et al., 2013). The 
allocation of load shedding magnitude among potential loads is deter
mined by the frequency-dependent technique, which takes into account 
the frequency of the load bus and the pre-disturbance numerical value of 
each individual load. Thus, the higher load shedding component is 
shared by loads with both larger pre-disturbance loading and larger 
frequency deviations from nominal frequency. 

3.2. Actual time of action deployment 

Even while emergency measures are recommended during the 
assessment of instability, they are not often implemented right once. 
Delays in deployment are induced by factors such as communication to 
substations, central logic, power plants, operating time for circuit 
breakers, and processer time (Bhui and Senroy, 2017). The delays td1, 
td2, and td3 after time instant T refer to delays that correspond to a 
particular set of actions. 

4. Results and discussions 

In this section, the suggested integrated strategy is tested using the 
New England 39 Bus test system (NE39BTS), with/without solar PV 
farms. The test system simulation is carried out using the DIgSILENT 

Power Factory. The test system (Shrivastava et al., 2021) typically 
consists of 34 lines, 39 nodes, 19 loads, 12 transformers, and 10 syn
chronous generator-based power sources. In this work, one sample per 
cycle (60 Hz) of synchronized data is utilized. A database comprised of 
various faults with varying system loadings is used to test the perfor
mance of the suggested composite scheme. The simulated disturbances 
are classified as stable or unstable scenarios and are taken into account 
both singly and in cascaded scenarios. The resulting dataset displayed in  
Fig. 5 comprises of the total cases investigated, event-based categori
zation and stability status-based categorization. Additionally, the 
sub-sections provide a detailed explanation of the performance scores 
achieved by the suggested implementation of IE and DBC. Following 
this, in order to evaluate the efficacy of the proposal in improving sta
bility and preventing grid collapse on a power system penetrable by SE, 
two representative examples: with multiple bus SE penetrations and 
without solar PV farms, is utilized. An analysis of the presented work in 
comparison to the current state of the art is presented as a final step. 

4.1. Performance evaluation of proposed IE and DBC 

The IE based early assessment is validated over the generated dataset 
to early assess forthcoming first swing transient instability. In each case, 
IE has implemented the imminent stable/unstable settings. The results 
of a comparative analysis between the proposed IE scheme and existing 
machine learning techniques in the literature are presented in Table 1. A 
comparison of the methods was carried out to assess the veracity of the 
proposed IE methodology with respect to the different test cases that 
were taken into consideration. In contrast to the proposed IE, data 
mining techniques incorporate 80% of the data into their training sets, 
while the remaining 20% is allocated for model evaluation. However, 
the proposed IE scheme does not utilize the machine learning models 
and instead performs testing on every generated database. It is found 

Fig. 5. Detailed data generation.  

Table 1 
Evaluation of the proposed IE.  

S. 
no. 

Method Test 
Cases 

Overall 
Accuracy (%) 

False 
Alarm 
(%) 

Missed 
Alarm 
(%) 

Impending Instability 
(Yes/No) 

When to Initiate DBC 
(Yes/No) 

Time-instant of Action Quantity 
Calculation (Yes/N0) 

1 Random Forest 39 97.43 100 93.3 Yes No No 
2 Multilayer 

Perceptron 
39 94.9 96.7 87.5 Yes No No 

3 k-NN 39 97.43 96.4 100 Yes No No 
4 DT 39 97.43 100 90.9 Yes No No 
5 AdaBoost 39 97.43 96 100 Yes No No 
6 Proposed IE 194 97.43 96.2 100 Yes Yes Yes  
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that the performance of the proposed IE in predicting upcoming tran
sient instability of a system is superior. For each event type, the table 
additionally provides information regarding the count of stable cases 
misidentified as unstable cases (Missed Alarm) and stable cases mis
identified as unstable cases (False Alarm). Apparently, the proposed IE 
for TSA evaluates time to initiate emergency actions, mitigates false and 
missed alarms, and predicts impending instability. When impending 
instability is detected for the unstable circumstances, DBC is initiated to 
maintain system stability and performance. In the next subsections, the 
performance of IE and DBC based scheme is demonstrated using two 

cases: absence and presence of the solar plant, respectively. 

4.2. Illustrative example I with conventional generation 

With 101% of base case system load, Short Circuit fault near Bus 03 
applied at 1 s and cleared at 1.2 s by opening breakers of Line 03–18, 
subsequently, breakers of Line 02–25 opened at 1.25 s. 

The Example entails to demonstrate the implications of the suggested 
composite procedure on the system’s response to a series of events. Fig. 6 
depicts the response to the multiple faults through the generator bus 

Fig. 6. Proposed IE and DBC: Example I.  

Fig. 7. Innovative load share index (LSI) post generator rejection.  
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angle variations. Generators G39 and G30 are out of sync when fault 2 
begins at the same time as the post-fault clearance of event 1 at 2 s. After 
the transient instability has caused G33-G38 to be out of sync ~ 2.6 s, 
leading the grid to collapse. Avoiding a complete system shutdown re
quires prompt detection of instability, development of contingency 
plans, and implementation of those plans. The IE module is activated to 
make a best-guess prediction of the impending instability. An emergency 
control strategy can be prepared and put into action after the IE module 
detects the imminent transient instability at 1.417 s. The proposed TSA 
emphasizes three crucial aspects: (1) the system’s transient instability; 
(2) the control initiation time; and (3) the implementation of DBC. Fig. 6 
depicts the decision-making process for deciding which action to take 
and where to do it. After the generator is rejected, however, a load 
reduction equal to the estimated power imbalance is requested to pre
vent the imbalance from worsening. Since G 39 was rejected at the same 
time, LSI calculations indicate that Load L39 was reduced by 
627.808 MW, as shown in Fig. 7. As a percentage, it equates to 36.76% 
of the total starting MW demand being reduced. Table 2 tabulates the 
action type, location, and magnitude as estimated by the suggested 
emergency control technique. DBC is implemented when there is a risk 
of instability so as to safeguard the system from instability and boost the 
power grid’s performance. The recommended control action plan im
proves the grid’s stability and performance. 

The DAI suggests generator rejection followed by load shedding 
through steps (1) – step (4) with an appropriate amplitude of 

corresponding action. Delays in applying the emergency control tech
nique delays the initiation of emergency actions. The emergency control 
method successfully prevents grid failure even with delayed actions. The 
response of the system with proposed strategy is illustrated in Fig. 8. At 
times, deployment times may increase at certain periods due to network 
congestion. Fig. 8 depicts the application of the corrective strategy, 
which includes a three-cycle (6-cycle) and nine-cycle (12-cycle) delay, 
respectively. The picture elaborates on the effects of 6- and 12-cycle 
delayed deployment on the average load voltage and the generator 
bus angle in the absence of control application. 

The outcomes show that the voltage profile of the system and the 
generator angle are unaffected by an additional delay in time. The 
findings prove beyond a reasonable doubt that the proposed composite 
technique is successful in reducing transient instability and avoiding 
grid jeopardize, even with application of cascaded faults. 

4.3. Results for the solar PV integrations 

In order to further evaluate the performance of the proposed com
posite scheme, the NE39BTS is modified so that conventional generators 
are replaced at Nodes 30, 32, and 36 with multiple solar plants with a 
rated output of 330 MVA, 660 MVA, and 550 MVA, respectively, as 
depicted in Fig. 9. 

An electrical controls module, a plant controller, and a grid interface 
module for solar PV plant is utilized from the research (Tang et al., 
2013). At the plant level, the Plant Controller emulates var/volt control 
through the utilization of voltage and reactive power output, while 
active power control is followed by frequency and active power output. 
For the electric control model to provide feedback in the form of 
generated power and terminal voltage, the power output serves as a 
reference for actual and reactive current. The grid interface module 
processes and infuses actual and reactive current into the grid through 
the utilization of these currents. PV inverters’ response to voltage drops 
caused by grid disturbances is manifested by their fault ride through 
capability, which enables them to recover active power more quickly. 

Table 2 
Example I: Initiation of proposed strategy.  

Action Type Actions 
location 

Action magnitude Time (s) 

TSA 
assessment 

All Machines Power imbalance delP 1.417 

Generator Trip G 39 Shed 1000 MW 1.417 + td1 

Load Shedding L 39 Shed 627.8 MW and 149.97 
MVAr 

1.417 + td3  

Fig. 8. Impact of additional delay: Illustrative Example I.  
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Fig. 9. NE39BTS with PV penetration.  

Fig. 10. Response of system without composite scheme: Example II.  
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The inverter maintains its connection and keeps supplying the required 
amount of reactive current while injecting zero real current in the event 
of a power grid interruption. This study’s control model increases active 
power recovery capability and other important characteristics, which 
enhances fault ride through capability. Once solar energy is integrated, 
the system operates at nominal frequencies of 60 Hz (Chandra and 
Pradhan, 2021). When integrated by SE at many sites, the updated test 
system’s emergency control can be facilitated in real-time, as demon
strated in Illustrative Example II. 

4.3.1. Example II 
With the base case of system Load and SE Penetration: 22.795%, 

Short Circuit fault at 50% of Line 26–28 applied at time: 1 s, Fault 
clearing time: 1.2 s by opening Line 26–28. 

Example. II demonstrates a successful use of the indicated approach 
on a SE penetrated test system following a disruption. Fig. 10 depicts the 
network’s response post-event. Following fault clearance, G38 generator 
is the more advanced machine compared to other machines; for 
approximately 1.55 s, it exceeds transient stability limits. The instability 
is further transmitted to the other machines, resulting in the grid’s 
collapse. As a result, it is necessary to assess the impending state of 
instability and implement corrective measures to prevent the system 
from collapsing. Table 3 summarizes the IE evaluation, post-assessment 
action type evaluation, action start time, and action amount. It is 
appropriate to trigger the generator given that generator G38 causes 
other machines to decelerate more while accelerating more than other 
generators. 

As G38 tripping worsens the power imbalance, a reduction in the 
load proportional to the imbalance is solicited. The LSI estimates a 
sufficient amount of load reduction from all loads, based on the power 
imbalance. Fig. 11 (a) depicts the computed % load shedding distribu
tion across various loads. Additionally, Fig. 11 (b) shows the overall 
system load before and after a strategy involving active and reactive 

components. A 3-cycle delayed generator trip and a 3-cycle (total of six- 
cycle) delayed load shedding are taken into consideration to account for 
varying associated delays. The application results shown in Fig. 12 show 
how the proposed approach may be used successfully to safeguard sys
tem stability and enhance grid performance even when SE penetration 
increases at various locations in the system. The efficacy of the post- 
emergency control system can be assessed through various indicators, 
such as voltage magnitude and angles at the conventional machines and 
solar PV penetration sites. 

4.4. Performance assessment of the proposed scheme with available 
literature 

To evaluate the proposal, Table 4 demonstrates its comparison with 
to state-of-the-art. Solar energy grid penetration, early stability assess
ment, emergency response scheme, enhanced grid stability character
istics, execution mode, and deployment burden are considered as 
important attributes. As shown, the proposed approach provides an 
early evaluation and assesses the action plan for the emergency remedy 
in real time with computational ease. Furthermore, the approach can be 
implemented in both conventional and solar-powered grids. 

5. Conclusion 

In response to rising electricity demand, power grids are preparing to 
augment the renewable energy integrations in their operations. The 
higher generation combination compels centralized control centers to 
monitor and assess vulnerabilities more efficiently. The contributions of 
the paper for solar PV integrated power grids can be concluded as: 

1. Effectively presents a unified technique that first assesses the up
coming instability and then prepares and executes the emergency 
scheme to maintain system synchronism.  

2. The moving average-treated short electrical power data window 
from the sources is used to assess the probable of system transient 
instability in the presence of SE and to predict the time of initiation 
for corrective actions.  

3. Depending on the evaluation, a DBC-based remedial scheme is used 
to sustain transient system stability of SE penetrated power system 
and improve its grid. The DBC use DAI to evaluate the set of actions 
including, action location, its type, and its magnitude. 

The importance of a coordinated strategy in increasing grid perfor
mance even when multiple solar energy farms are present is successfully 

Table 3 
Illustrative Example II: Emergency Remedial Scheme.  

Action Type Actions 
location 

Action magnitude Time 
(s) 

TSA 
detection 

All Machines Power Imbalance delP 1.3167 

Trip 
Generator 

G 38 830 MW 1.3667 

Load 
Shedding 

All Loads Shed % load with total load shed 
equal to delP 

1.4167  

Fig. 11. Load shedding post generation rejection: Example II.  
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demonstrated by comparing its performance to the available state-of- 
the-art. 
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Table 4 
Performance comparison of proposed work.  

Scheme Solar Energy 
Penetration 

Early Stability 
Assessment 

Type of Emergency Measures Nature of Enhanced Grid Stability Type of 
Execution 

Deployment 
Burden 

(Paital et al., 2018) Yes No Not available Tuned SVC controller based steady 
state stability enhancement 

Offline Minimum 

(Chandra and 
Pradhan, 2021) 

Yes No Step wide Load Shedding Steady State Frequency Real-Time Minimum 

(Siddiqui et al., 
2016) 

No Yes Generation Shedding and/or 
Load Shedding 

Transient Stability Based Real-Time Minimum 

Proposed Yes Yes Generation rejection and/ 
or Load Shedding 

Transient Stability Based Real-Time Minimum  
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Abstract. Recent research emphasized the utilization of rechargeable wireless sensor networks (RWSNs) in a variety of
cutting-edge fields like drones, unmanned aerial vehicle (UAV), healthcare, and defense. Previous studies have shown mobile
data collection and mobile charging should be separately. In our paper, we created an novel algorithm for mobile data
collection and mobile charging (MDCMC) that can collect data as well as achieves higher charging efficiency rate based
upon reinforcement learning in RWSN. In first phase of algorithm, reinforcement learning technique used to create clusters
among sensor nodes, whereas, in second phase of algorithm, mobile van is used to visit cluster heads to collect data along
with mobile charging. The path of mobile van is based upon the request received from cluster heads. Lastly, we made the
comparison of our proposed new MDCMC algorithm with the well-known existing algorithms RLLO [32] & RL-CRC [33].
Finally, we found that, the proposed algorithm (MDCMC) is effectively better collecting data as well as charging cluster
heads.
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1. Introduction24

The Rechargeable Wireless Sensor Network25

(RWSN) is a mixture of multiple sensors used for26

monitoring purpose along with sensed data collec-27

tion in mesh environment. Generally, sensors sense28

the data and route to sink/end user through direct or29
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in hop manner. The RWSNs uses rechargeable bat- 30

tery when compared to traditional WSN. Now it is 31

possible to charge these batteries in remote location 32

also. The data collection model along with mobile 33

charging is really needed of the time. The data col- 34

lection model used to work traditionally (single hop 35

& multi-hop) along with newly deployed techniques 36

like mobile data collection based upon mobile sink 37

whenever the distance from the sink to base station is 38

too long. The mobile sink follows the dynamic path 39
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Abstract In the present work, we investigate five new generalised integral formulae by in-
volving the extension form of the Hurwitz-Lerch zeta function and obtain the results in the form
of a hypergeometric function in product form by using the properties of the Hadamard prod-
uct, from which two power series emerge. Furthermore, we also address their special cases by
making suitable substitutions. The results obtained here are of a general nature and far more
auspicious in the study of applied science, engineering and technology problems.

1 Introduction and Preliminaries

In the field of science and technology, integral formulae are very useful couse of the implemen-
tation of the relevant problems. As we know that several integral mechanisms have already been
developed but due to time requirements, we are also contributing to the development of new
integral formulae associated with Hurwitz-Lerch zeta function.
The Hurwitz-Lerch Zeta function (1.1) and its integral assertion (1.2) are respectively concrete
by (see [1] pp. 27, [5] pp. 121 and [6] pp. 194) as below:

φ(z, ε, ρ) =
∞∑
l=0

zl

(n+ ρ)ε
, (ρ ∈ C\z−0 , ε ∈ C, for |z| < 1;<(ε) > 1, when |z| = 1). (1.1)

Besides

φ(z, ε, ρ) =
1

Γ(ε)

∫ ∞
0

tε−1e−ρt

1− ze−t
dt =

1
Γ(ε)

∫ ∞
0

tε−1e−(ρ−1)t

et − z
dt, (1.2)

(<(ε) > 0,<(ρ) > 0 for |z| ≤ 1(z 6= 1);<(ε) > 1, when z = 1).
In this sequel, Goyal and Laddha [4] and Garg et al. [3] defined the new extension formula

of Hurwitz-Lerch Zeta function in (1.3) and (1.5) respectively and also defined their integral
representation as in (1.4) and (1.6) respectively.

φ∗γ(z, ε, ρ) =
∞∑
l=0

(γ)n
l!

zl

(n+ ρ)ε
, (1.3)

(γ ∈ C, ρ ∈ C\z−0 , ε ∈ C when |z| < 1;<(ε− γ) > 1 when |z| = 1),

φ∗γ(z, ε, ρ) =
1

Γ(ε)

∫ ∞
0

tε−1e−ρt

(1− ze−t)γ
dt =

1
Γ(ε)

∫ ∞
0

tε−1e−(ρ−γ)t

(et − z)γ
dt, (1.4)

(<(ε) > 0,<(ρ) > 0 when |z| ≤ 1(z 6= 1);<(ε) > 1 when z = 1).
And

φγ,u;v(z, ε, ρ) =
∞∑
l=0

(γ)l(u)l
(v)ll!

zl

(l+ ρ)ε
, (1.5)
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(γ, u, v ∈ C, ρ ∈ C\z−0 , ε ∈ C when |z| < 1;<(ε+ v − γ − u) > 1 when |z| = 1),

φγ,u;v(z, ε, ρ) =
1

Γ(ε)

∫ ∞
0

tε−1e−ρt2F1(γ, u; v; ze−t)dt, (1.6)

(<(ε) > 0,<(ρ) > 0 when |z| ≤ 1(z 6= 1);<(ε) > 1 when z = 1).
In addition, Parmar [13] introduced and investigated the new extension of the Hurwitz-Lerch

Zeta function in the form of beta function as

φγ,u;v(z, ε, ρ; p) =
∞∑
l=0

(γ)lB(u+ l, v − u; p)
B(u, v − u)l!

zl

(l+ ρ)ε
, (1.7)

where p ≥ 0, γ, u, v ∈ C, ρ ∈ C\Z−0 , ε ∈ C when |z| < 1,<(ε+v−γ−u) > 1 when |z| = 1.
Where B(ϑ, ϕ; p) is the extended beta function which is investigated by Chaudhry et al. [1]

as follow

B(ϑ, ϕ; p) = Bp(ϑ, ϕ) =

∫ 1

0
tϑ−1(1− t)ϕ−1e

− p
t(1−t) dt, (1.8)

where <(p) > 0,<(ϑ) > 0,<(ϕ) > 0.
Shadab et al. [17] recently developed a new and updated version of beta function extension,which
goes like this:

Bεp(ϑ, ϕ) = B(ϑ, ϕ; p, ε) =
∫ 1

0
tϑ−1(1− t)ϕ−1Eε

(
− p

t(1− t)

)
dt, (1.9)

where <(r) > 0,<(s) > 0 and Eε (.) is the Mittag-Leffler function given as

Eε (z) =
∞∑
l=0

zl

Γ(εl+ 1)
. (1.10)

Recently, Rahman et al. [15] have created a new extension of the Hurwitz-Lerch zeta function
in the form of extended beta function (1.9) as

φγ,u;v[z, ε, ρ; p, δ] = φδγ,u;v[z, ε, ρ; p] =
∞∑
l=0

(γ)lBδp(u+ l, v − u)
B(u, v − u) l!

zl

(l+ ρ)ε
, (1.11)

where [γ, u, v ∈ C, p ≥ 0, δ > 0, ρ ∈ C\z−0 , ε ∈ C when |z| < 1,<(ε+ v− γ − u) > 1 when
|z| = 1].

For our present investigation, we need some integral formulae which are given by Mac Robert
[6], Oberhettinger [12] and Lavoie-Trottier [5] in equation (1.12), (1.13) and (1.14) respectively
are as follows: ∫ 1

0
yς−1(1− y)ε−1[cy + d(1− y)]−ς−εdy = 1

cςdε
Γ(ς)Γ(ε)

Γ(ς + ε)
, (1.12)

provided that <(ς) > 0,<(ε) > 0, c and d are nonzero constants so the expression cy+d(1−
y), where 0 ≤ y ≤ 1.∫ ∞

0
θε−1

(
θ + c+

√
(θ2 + 2cθ)

)−ς
dθ = 2ςc−ς

( c
2

)ε Γ(2ε)Γ(ς − ε)
Γ(1 + ε+ ς)

, (1.13)

provided that 0 < <(ε) < <(ς).∫ 1

0
θς−1 (1− θ)2ε−1

(
1− θ

3

)2ς−1(
1− θ

4

)ε−1

dθ =

(
2
3

)2ς
Γ(ς)Γ(ε)

Γ(ς + ε)
, (1.14)

provided that <(ς) > 0,<(ε) > 0.
Here we also recall Hadamard product of two analytic functions which are helpful in our current
exploration. This will help us to ablate the function which has emerged into the product of two
known functions. Let’s have 2 power series be
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f(x) =
∑∞
n=0 anx

n (|x| < Rf ) and g(x) =
∑∞
n=0 bnx

n (|x| < Rg),
whereRf andRg are radii of convergence respectively. Then their Hadamard product [6],[14],[16]
is describes by the power series as

(f ∗ g)(x) =
∞∑
n=0

anbnx
n = (g ∗ f)(x) (|x| < R), (1.15)

where R = lim
n→∞

∣∣∣ anbn
an+1bn+1

∣∣∣ = ( lim
n→∞

∣∣∣ anan+1

∣∣∣) .( lim
n→∞

∣∣∣ bnbn+1

∣∣∣) = Rf .Rg,
in general R ≥ Rf .Rg.
Several authors contributed in the field of special functions and also associated with Baskakov-
Durrmeyer-Stancu type operators see ([7]-[11]). We also recall the generalized hypergeometric
function [2] with r and s are numerator and denominator respectively demarcated as

rFs

(
u1, u2, ..., ur;
v1, v2, ..., vs;

z

)
=
∞∑
l=0

(u1)l(u2)l...(ur)l
(v1)l(v2)l...(vs)l

zl

l!
, (1.16)

where z, ui, vj ∈ C, i = 1, 2, ...r, j = 1, 2, ..., s and vj is nonzero, non-negative integer.

2 Main Results

In this section we define five generalized integral formulae by inserting the extension form of
Hurwitz-Lerch zeta function (1.11) into the integral formulae (1.12), (1.13) and (1.14) by taking
suitable argument into the integrand.

Theorem 1: Let us suppose that <(ς) > 0,<(ε) > 0, γ, u, v ∈ C, p ≥ 0, δ > 0, ρ ∈ C\z−0 , c and
d are nonzero constants and 0 ≤ y ≤ 1, then∫ 1

0
yς−1(1− y)ε−1[cy + d(1− y)]−ς−εφδγ,u;v

(
2cdy(1− y)

{cy + d(1− y)}2 , ε, ρ; p
)
dy

=
B(ς, ε)

cςdε
φδγ,u;v

(
1
2
, ε, ρ; p

)
∗ 3F2

[
ς, ε, 1;

ς + ε

2
,
ς + ε+ 1

2
;

1
2

]
. (2.1)

Proof: For our convenience L.H.S. is denoted by I1, and by making the use of equation (1.11),
then we have

I1 =

∫ 1

0
yς−1(1− y)ε−1[cy+ d(1− y)]−ς−ε

∞∑
l=0

(γ)lBδp(u+ l, v − u)
B(u, v − u)(l+ ρ)εl!

[
2cdy(1− y)

{cy + d(1− y)}2

]l
dy

now we are adjusting the order of integration and summation,

I1 =
∞∑
l=0

(γ)lBδp(u+ l, v − u)(2cd)l

B(u, v − u)(l+ ρ)εl!

∫ 1

0
yς+l−1(1− y)ε+l−1[cy + d(1− y)]−ς−ε−2ldy

by making the use of equation (1.12), after some arrangements and simplification, we get

I1 =
∞∑
l=0

(γ)lBδp(u+ l, v − u)2l

B(u, v − u)(l+ ρ)εl!
Γ(ς)(ς)lΓ(ε)(ε)l

cςdε22l
(
ς+ε

2

)
l

(
ς+ε+1

2

)
l
Γ(ς + ε)

(2.2)

now we are applying the Hadamard product (1.15) in (2.2) and making the use of (1.11) and
(1.16), then we get the wanted outcome.

Theorem 2: Let us suppose that 0 < <(ε) < <(ς), c ∈ N, γ, u, v ∈ C, p ≥ 0, δ > 0, ρ ∈ C\z−0 ,
then

∫ ∞
0

θε−1
(
θ + c+

√
(θ2 + 2cθ)

)−ς
φδγ,u;v

 y(
θ + c+

√
(θ2 + 2cθ)

) , ε, ρ; p

 dθ
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= 21−εcε−ςς Γ(2ε)
Γ(ς − ε)

Γ(ε+ ς + 1)

×φδγ,u;v

(y
c
, ε, ρ; p

)
∗ 3F2

[
ς + 1, ς − ε, 1; ς, ς + ε+ 1;

y

c

]
. (2.3)

Proof: For our convenience L.H.S. is denoted by I2, and by making the use of equation (1.11),
then we have

I2 =

∫ ∞
0

θε−1
(
θ + c+

√
(θ2 + 2cθ)

)−ς ∞∑
l=0

(γ)lBδp(u+ l, v − u)
B(u, v − u)(l+ ρ)εl!

×

 y(
θ + c+

√
(θ2 + 2cθ)

)
l dθ

now we are adjusting the order of integration and summation,

I2 =
∞∑
l=0

(γ)lBδp(u+ l, v − u)yl

B(u, v − u)(l+ ρ)εl!

∫ ∞
0

θε−1
(
θ + c+

√
(θ2 + 2cθ)

)−ς−l
dθ

by making the use of equation (1.13), after some simplification and rearranging the terms, we
get

I2 = 21−εcε−ςς Γ(2ε)
Γ(ς − ε)

Γ(ε+ ς + 1)

∞∑
l=0

(γ)lBδp(u+ l, v − u)(ς + 1)l(ς − ε)l
B(u, v − u)(l+ ρ)ε(ς)l(ε+ ς + 1)ll!

(y
c

)l
(2.4)

now we apply the Hadamard product (1.15) in (2.4), and making the use of (1.11) and (1.16),
then we get the wanted consequence.

Theorem 3: Let us suppose that 0 < <(ε) < <(ς), c ∈ N, γ, u, v ∈ C, p ≥ 0, δ > 0, ρ ∈ C\z−0 ,
then

∫ ∞
0

θε−1
(
θ + c+

√
(θ2 + 2cθ)

)−ς
φδγ,u;v

 yθ(
θ + c+

√
(θ2 + 2cθ)

) , ε, ρ; p

 dθ

= 21−εcε−ςς Γ(2ε)
Γ(ς − ε)

Γ(ε+ ς + 1)
φδγ,u;v

(y
2
, ε, ρ; p

)
∗ 4F3

[
ς + 1, ε, ε+

1
2
, 1; ς,

ε+ ς + 1
2

,
ε+ ς + 2

2
;
y

2

]
. (2.5)

Proof: For our convenience L.H.S. is denoted by I3, and by making the use of equation (1.11),
then we have

I3 =

∫ ∞
0

θε−1
(
θ + c+

√
(θ2 + 2cθ)

)−ς ∞∑
l=0

(γ)lBδp(u+ l, v − u)
B(u, v − u)(l+ ρ)εl!

×

 yθ(
θ + c+

√
(θ2 + 2cθ)

)
l dθ

now we are adjusting the order of integration and summation,

I3 =
∞∑
l=0

(γ)lBδp(u+ l, v − u)yl

B(u, v − u)(l+ ρ)εl!

∫ ∞
0

θε+l−1
(
θ + c+

√
(θ2 + 2cθ)

)−ς−l
dθ
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by making the use of equation (1.13), after some simplification and rearranging the terms, we
get

I3 = 21−εcε−ςς Γ(2ε)
Γ(ς − ε)

Γ(ε+ ς + 1)

∞∑
l=0

(γ)lBδp(u+ l, v − u)(ς + 1)l(ε)l
(
ε+ 1

2

)
l

B(u, v − u)(l+ ρ)ε(ς)l
(
ε+ς+1

2

)
l

(
ε+ς+2

2

)
l
l!

(y
2

)l
(2.6)

now we put on the Hadamard product (1.15) in (2.6), and making the use of (1.11) and (1.16),
then we get the awaited result.

Theorem 4: Let us suppose that <(ς) > 0,<(ε) > 0, γ, u, v ∈ C, p ≥ 0, δ > 0, ρ ∈ C\z−0 , then

∫ 1

0
θς−1 (1− θ)2ε−1

(
1− θ

3

)2ς−1(
1− θ

4

)ε−1

φδγ,u;v

[
y

(
1− θ

4

)
(1− θ)2

, ε, ρ; p
]
dθ

=

(
2
3

)2ς

B(ς, ε)φδγ,u;v (y, ε, ρ; p) ∗ 2F1 [ε, 1; ς + ε; y] . (2.7)

Proof: For our convenience L.H.S. is denoted by I4, and by making the use of equation (1.11),
then we have

I4 =

∫ 1

0
θς−1 (1− θ)2ε−1

(
1− θ

3

)2ς−1(
1− θ

4

)ε−1 ∞∑
l=0

(γ)lBδp(u+ l, v − u)
B(u, v − u)(l+ ρ)εl!

×yl
(

1− θ

4

)l
(1− θ)2l

dθ

now we are adjusting the order of integration and summation,

I4 =
∞∑
l=0

(γ)lBδp(u+ l, v − u)yl

B(u, v − u)(l+ ρ)εl!

∫ 1

0
θς−1 (1− θ)2(ε+l)−1

(
1− θ

3

)2ς−1(
1− θ

4

)ε+l−1

dθ

by making the use of equation (1.14), and further simplification and rearranging the terms, we
get

I4 =

(
2
3

)2ς

B(ς, ε)
∞∑
l=0

(γ)lBδp(u+ l, v − u)(ε)lyl

B(u, v − u)(l+ ρ)ε(ς + ε)ll!
(2.8)

now we apply the Hadamard product (1.15) in (2.8), and making the use of (1.11) and (1.16),
then we get the wanted outcome.

Theorem 5: Let us suppose that <(ς) > 0,<(ε) > 0, γ, u, v ∈ C, p ≥ 0, δ > 0, ρ ∈ C\z−0 , then

∫ 1

0
θς−1 (1− θ)2ε−1

(
1− θ

3

)2ς−1(
1− θ

4

)ε−1

φδγ,u;v

[
yθ

(
1− θ

3

)2

, ε, ρ; p

]
dθ

=

(
2
3

)2ς

B(ς, ε)φδγ,u;v

(
4y
9
, ε, ρ; p

)
∗ 2F1

[
ς, 1; ς + ε;

4y
9

]
. (2.9)

Proof: For our convenience L.H.S. is denoted by I5, and by making the use of equation (1.11),
then we have

I5 =

∫ 1

0
θς−1 (1− θ)2ε−1

(
1− θ

3

)2ς−1(
1− θ

4

)ε−1 ∞∑
l=0

(γ)lBδp(u+ l, v − u)
B(u, v − u)(l+ ρ)εl!

ylθl

×
(

1− θ

3

)2l

dθ
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now we are adjusting the order of integration and summation,

I5 =
∞∑
l=0

(γ)lBδp(u+ l, v − u)yl

B(u, v − u)(l+ ρ)εl!

∫ 1

0
θς+l−1 (1− θ)2ε−1

(
1− θ

3

)2(ς+l)−1(
1− θ

4

)ε−1

dθ

by making the use of equation (1.14), and further simplification and rearranging the terms, we
get

I5 =

(
2
3

)2ς

B(ς, ε)
∞∑
l=0

(γ)lBδp(u+ l, v − u)(ς)l
B(u, v − u)(l+ ρ)ε(ς + ε)ll!

(
4y
9

)l
(2.10)

now we apply the Hadamard product (1.15) in (2.10), and making the use of (1.11) and (1.16),
then we get the anticipated consequence.

3 Special cases

In this section we are going to find some integral formulae by substituting particular values, If we
put δ = p = 1 in (2.1),(2.3),(2.5),(2.7) and (2.9), then we have our results in the form Hadamard
product of Hurwitz-Lerch zeta function investigated by Garg et al. [3] with hypergeometric func-
tion, which are defined in the following Corollaries. As if we put ς = ε = c = d = δ = p = 1,
in (2.1) then we have Corollary 1 as below:

Corollary 1: Let us suppose that<(ς) > 0,<(ε) > 0, γ, u, v ∈ C, ρ ∈ C\z−0 , c and d are nonzero
constants and 0 ≤ y ≤ 1. then∫ 1

0
φγ,u;v [2y(1− y), ε, ρ] dy = φγ,u;v

(
1
2
, ε, ρ

)
∗ 2F1

[
1, 1;

3
2

;
1
2

]
. (3.1)

Similarly, as if we put ε = δ = p = 1, ς = 2, in (2.3) and (2.5), then we have Corollary 2 and
Corollary 3 as follows:

Corollary 2: Let us suppose that 0 < <(ε) < <(ς), c ∈ N, γ, u, v ∈ C, ρ ∈ C\z−0 , then

∫ ∞
0

(
θ + c+

√
(θ2 + 2cθ)

)−2

φγ,u;v

 y(
θ + c+

√
(θ2 + 2cθ)

) , ε, ρ
 dθ

=
1
3c
φγ,u;v

(y
c
, ε, ρ

)
∗ 3F2

[
3, 1, 1; 2, 4;

y

c

]
. (3.2)

Corollary 3: Let us suppose that 0 < <(ε) < <(ς), c ∈ N, γ, u, v ∈ C, ρ ∈ C\z−0 , then

∫ ∞
0

(
θ + c+

√
(θ2 + 2cθ)

)−2

φγ,u;v

 yθ(
θ + c+

√
(θ2 + 2cθ)

) , ε, ρ
 dθ

=
1
3c
φγ,u;v

(y
2
, ε, ρ

)
∗ 4F3

[
3, 1,

3
2
, 1; 2, 2,

5
2

;
y

2

]
. (3.3)

In this manner if we substitute ς = 1, ε = δ = p = 1, in (2.7) and (2.9), then we have Corollary
4 and Corollary 5 as follows:
Corollary 4: Let us suppose that <(ς) > 0,<(ε) > 0, γ, u, v ∈ C, ρ ∈ C\z−0 , then∫ 1

0
(1− θ)

(
1− θ

3

)
φγ,u;v

[
y

(
1− θ

4

)
(1− θ)2

, ε, ρ

]
dθ

=
4
9
φγ,u;v (y, ε, ρ) ∗ 2F1 [1, 1; 2; y] . (3.4)

Corollary 5: Let us suppose that <(ς) > 0,<(ε) > 0, γ, u, v ∈ C, ρ ∈ C\z−0 , then
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∫ 1

0
(1− θ)

(
1− θ

3

)
φγ,u;v

[
yθ

(
1− θ

3

)2

, ε, ρ

]
dθ

=
4
9
φγ,u;v

(
4y
9
, ε, ρ

)
∗ 2F1

[
1, 1; 2;

4y
9

]
. (3.5)

4 Conclusion

In this present investigation, we defined five new generalised integral formulae by involving the
extension form of the Hurwitz-Lerch zeta function and deduced the results in the form of hy-
pergeometric functions in product form by using the properties of the Hadamard product of two
power series. Furthermore, we also discussed their special cases by making suitable substitu-
tions. The future scope of these integrals is that one can define many other impressive integrals
by using different kinds of Hurwitz-Lerch zeta function, trigonometric and hyperbolic functions,
after appropriate parametric replacements, special functions product with different kinds of poly-
nomials or multivariable polynomials, which gives remarkable results. The reported findings are
general in nature and useful in the study of science and technology.
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To 

Honorable Vice Chancellor / Worthy Registrar 

Manipal University, Jaipur 

  

Subject: Short Term Programme on "Energy efficient and innovative building 

construction practices" from 09-13 October, 2023.   

  

Dear Sir/Madam, 

  

We are organizing the above cited STC for the faculty of Engineering Colleges and 

Polytechnics of all northern states of the country w.e.f. 09-13 October, 2023.  The above 

mentioned programme is being organized with the prime to acquaint the participants about 

the energy efficient innovative construction practices. 

 

The importance of energy efficient and green buildings has assumed great urgency today.   In 

light of fast depleting energy resources, energy scarcity and increasing environmental 

pollution, innovative ways to cut down energy consumption are necessary. The construction 

industry is one of the largest energy consuming sectors.  In modern buildings significant 

amounts of energy are also consumed to keep the building environment comfortable.  

Estimates suggest that about 20-25 percent of the total energy demand is due to 

manufacturing materials required in the building sector, while another 15 percent goes into 

the running needs of the building like lighting, air-conditioning, room heating and ventilation 

etc.  

In view of the global energy crisis and increasing energy demand is expected to continue and 

apart from possible end-use restrictions, energy efficiency and energy management is 

essentially required.  

As Manipal University,Jaipur is a renowned university and Department of Architecture is 

one of the emerging department of the institute so, we want to conduct the above mentioned 

programme in collaboration of your organisation. We expect the following co-operation from 

your institution.  

 
NATIONAL INSTITUTE OF  

 TECHNICAL TEACHERS' TRAINING & RESEARCH 

  An ISO-9001:2000 Certified Institute 

 
(Ministry of Education, Govt of India) 

SECTOR 26, CHANDIGARH 160 019 

    
 Ref: NITTTR/2023-24            Dated : 18.09.2023            



• Arrangement of one lecture hall equipped with facilities like LCD Projector, 

Computer and sound system for Video films show.  

• Field study visit to nearby educational places or site. Charges /fuel charges to the 

institute bus from the institute for the field visit will be paid by NITTTR, 

Chandigarh  

• Arrangement of few lecturers on the topics marked in the time table (send you in 

few days). Honorarium and TA to the experts will be paid by NITTTR, 

Chandigarh 

• Arrangement of one guest house rooms for NITTTR faculty from 08-13 

November, 2023 at your College/ Guest House.  

• Stationary to the course participants for the programme will be provided by 

NITTTR, Chandigarh.  

• As per the decision of the Institute, Rs.118/-  (Rs. 100/- +18% GST)  per 

participant will be charged from all participants. 

• Honorarium of Rs. 2500/- to coordinator and Rs. 1500/- to supporting staff will be 

provided by NITTTR, Chandigarh 

• No working lunch and tea will be provided to the participants by NITTTR, 

Chandigarh. 

 As it is a inter-disciplinary programme so we expect a minimum number of participants 

for the programme may be 30. The details of the programme will be shared on receiving 

letter of acceptance from your end through the coordinators. 

We will highly appreciate your timely communication and approval for the above mentioned 

course. 

 

 

  

 (Dr. Amit Goyal) 

Course Coordinator 

9417569559 

 

CC:  

Dr. Sunanda Kapoor, Department of Architecture, Manipal University  
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1. Introduction 

The importance of energy efficient and green buildings has assumed great urgency today. In 

light of fast depleting energy resources, energy scarcity and increasing environmental 

pollution, innovative ways to cut down energy consumption are necessary. The construction 

industry is one of the largest energy consuming sectors. In modern buildings significant 

amounts of energy are also consumed to keep the building environment comfortable. 

Estimates suggest that about 20-25 percent of the total energy demand is due to 

manufacturing materials required in the building sector, while another 15 percent goes into 

the running needs of the building like lighting, air-conditioning, room heating and ventilation 

etc. Increased development of housing and commercial buildings has imposed immense 

pressure on our dwindling energy sources. The availability of energy is limited and known 

resources of energy are exhausting fast. Therefore, energy efficiency is assuming importance 

in different sectors. In view of the global energy crisis and increasing energy demand is 

expected to continue and apart from possible end-use restrictions, energy efficiency and 

energy management is essentially required. 

2. Objectives of the STP 

The objective of STP was to discuss on the below mentioned aspects related to energy 

efficient and green buildings- 

➢ Basic Knowledge of Energy Efficient Buildings 

➢ Planning and Preparedness 

➢ Solar Passive Architecture 

➢ Vaastu Shastra Myths and Realities 

➢ Innovative Practices/Research in Green Buildings 

➢ Green Buildings-Design and Construction 

➢ Energy efficiency in old traditional buildings 

➢ Solar Devices and their Utilization 

3. Beneficiaries of the Event 

• Academicians  

• Research Scholars 

• PG Students (Architecture, Civil, Management and Allied Fields) 

4. Details of the Guests 

• Dr. Amit Goyal NITTTR, Chandigarh 

• Dr. Sanjay Sharma NITTTR, Chandigarh 

• Shashwat Singh, Energy Simulation Expert Northumbria University, UK 

• Dr. J.M. Mathur, MNIT Jaipur 

• Dileep Singh, BoG, ASHRAE 
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• Ar. Bibhu K. Nayak, Associate Professor, Manipal University Jaipur 

• Dr. Madhura Yadav, Professor & Dean, Faculty of Design, Manipal University Jaipur 

• Dr. Abhishek Sharma, Professor, Manipal University Jaipur 

 

5. Brief Description of the Event 

School of Architecture & Design, Manipal University Jaipur organized a five-day Short-Term 

Programme titled “Energy Efficient and Innovative Construction Practices” in association with 

NITTTR, Chandigarh. The STP aimed to introduce various Energy Efficient practices adopted in 

Building Construction. The Short-Term Programme was scheduled from 16th to 20th October 

2023 in Hybrid mode. This event also helped to enhance the existing knowledge of various 

teachers and students to cater the new innovations in the field of architecture and design. The 

event received good feedback from faculty members and all the participants.  

 

6. Brochure of the Event 
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7. Photographs of the Event 

 

Figure 1: Inauguration Ceremony  Figure 3: Registrations 

Figure 2: Lamp Lighting by Dr. Sunanda Kapoor Figure 4: Introduction to the STP 
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Figure 5: Expert Lecture by Dr. J.M. Mathur Figure 9: Expert Lecture by Dr. Madhura Yadav 

Figure 6: Introduction to STP by Dr. Madhura 

Yadav 

Figure 10: Expert Talk by Ar. Sneh Singh 

Figure 1: Inauguration Ceremony  Figure 11: Expert Lecture by Dr. Abhishek Figure 7: Expert Talk by Dr. Subhash Devrath 

Figure 12: Group Photograph post STP Figure 8: Felicitation of Dr. Amit Goyal 
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8. Schedule of the Event 

 

9. Attendance of the Event 

*Please see the annexure no. 1  

 

10. Weblink 

 

11. Event Coordinators 

• Dr. Amit Goyal, NITTTR Chandigarh 

• Prof. Sunanda Kapoor (Professor & Head, SA&D) 

• Dr. Ashutosh Saini (Assistant Professor, SA&D) 

 

 

 

 

Prof. (Dr). Sunanda Kapoor 
Head, Architecture (SA&D, MUJ) 

Dr. Ashutosh Saini 
Assistant Professor 
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Annexure: 1 
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A B S T R A C T   

High concentrations of inorganic matter such as silicates, alkali and alkaline earth metals (AAEMs), and heavy 
metals (HMs) in biosolids limit their pyrolysis conversion to high-value products. Therefore, the reduction or 
passivation of the deleterious pyrolytic activities of these native inorganics in biosolids can enhance the yield and 
quality of products obtained during pyrolysis. The pyrolysis of raw and 3% sulfuric acid pre-treated biosolids was 
carried out in a fluidised bed reactor at 300–700 ℃, and the influence of pre-treatment was examined on biochar 
properties, gas production, and bio-oil composition. At all temperatures, the selective removal of ash-forming 
elements (demineralisation) in biosolids by pre-treatment improved organic matter devolatilisation yielding 
higher bio-oil and lower biochar than untreated biosolids. Demineralisation weakened gas production, partic
ularly at higher pyrolysis temperatures. At 700 ℃, the in-situ formation of acidic metal sulfate salts in sulfuric 
acid-infused biosolids facilitated H+ release, thereby increasing H2 yield to a maximum of 15 mol% compared to 
8 mol% from untreated biosolids and 4 mol% from demineralised biosolids. Biochar produced from treated 
biosolids had considerably lower HMs concentration and higher organic matter retention compared to raw 
biosolids biochar. The effect of pre-treatment on biochar properties was profound at 700 ℃ pyrolysis temper
ature. Pre-treatment increased biochar fixed carbon by 57%, calorific value by 37%, fuel ratio by 44%, doubled 
the specific surface area from 55 to 107 m2/g, and enhanced porous structure formation. At 300 ℃, the major 
chemical compounds in the bio-oil were amides (20%), N-heterocyclics (25%), and ketones (30%), and higher 
temperatures favoured phenols and aromatic hydrocarbon production. Pre-treatment enhanced the selectivity of 
furans by 10-fold, anhydrosugars by 2-fold, and aromatic hydrocarbons by 1.5-fold relative to the raw biosolids 
bio-oil. Acid pre-treatment is a promising strategy for improving biosolids quality as feedstock for pyrolysis to 
generate high-value products.   

1. Introduction 

Biosolids (stabilised sewage sludge) are solid residues of the waste
water treatment process. Biosolids are enriched with plant nutrients (N, 
P, K), facilitating their widespread application on agricultural land. 
However, the presence of microbial, organic, and inorganic contami
nants is reducing the attractiveness of biosolids for direct land applica
tion [1]. Therefore, a substantial volume of biosolids may not be safely 
applied on land due to increasingly stringent regulations on biosolids 

management. Non-combustive thermal techniques such as pyrolysis, 
gasification, and hydrothermal carbonisation/liquefaction have been 
widely demonstrated for treating biosolids with the potential for 
contaminant destruction and resource recovery [2,3]. Pyrolysis is the 
most promising thermal treatment technique for biosolids processing 
and has been extensively studied under different conditions. At typical 
pyrolysis conditions (usually 400–700 ◦C under an inert atmosphere), 
pathogens and organic contaminants can be effectively degraded, and 
the waste volume can be reduced by at least 30% while generating solid 
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(biochar), liquid (bio-oil), and gaseous (syngas) products [4]. However, 
despite these promising outcomes, biosolids pyrolysis can be limited by 
low conversion, poor selectivity, and product contamination [5]. Unlike 
lignocellulosic biomass, biosolids can have high amounts of inorganic 
matter (up to 50 wt%), depending on the source and stabilisation 
method [6]. The high ash content (and low volatile solids) may limit the 
suitability of biosolids as a pyrolysis feedstock. The inorganic content 
such as silicates, aluminates, alkali and alkaline earth minerals 
(AAEMs), and heavy metals (HMs) can inhibit the conversion of organic 
matter and interferes with the formation pathway of valuable chemical 
compounds during pyrolysis [7]. After pyrolysis, the inorganic minerals 
are largely retained in the biosolids-derived biochar at a higher con
centration with deleterious influence on the biochar physicochemical 
properties and application potential [8]. For example, biosolids biochar 
with higher HMs concentration may not be attractive for land applica
tion. Excessively high amounts of ash content and inorganic minerals in 
biochar can reduce the oxidation resistance of the biochar carbon, lower 
the ash fusion temperature, and induce slagging and fouling during 
combustion for energy recovery [9]. Also, higher concentrations of 
minerals can lower chars’ activation potential, reduce microporous 
structure development, and decrease the specific surface areas [10]. 

Three improvement strategies, such as i) feed pre-treatment, ii) use 
of catalysts, and iii) feed co-processing, have been demonstrated to 
enhance the pyrolytic conversion of biosolids to high-value products 
[11]. The extensively studied approaches are co-pyrolysis and in-situ 
catalytic pyrolysis, which involves the wet or dry mixing of biosolids 
with other biomass feedstock or catalyst additives [12–14]. Besides the 
opportunity to manage more than one waste stream, the potential ad
vantages of co-processing biosolids with other feedstock in the presence 
or absence of catalysts include improved process selectivity, faster 
conversion kinetics, suppression of pollutant release, and enhanced 
product properties [15,16]. Co-pyrolysis, catalytic pyrolysis, and their 
combinations have been demonstrated to improve the pyrolytic con
version of biosolids through beneficial synergistic interactions of 
co-feedstock and catalysts additive. However, there are still some 
technical issues that require further attention, such as (i) deconvolution 
of the complex conversion kinetics and synergistic interactions, (ii) poor 
product homogeneity arising from feedstock variability and feed particle 
segregation, and (iii) difficulty in catalyst separation and recovery 
during in-situ operations. 

The chemical pre-treatment of biosolids as an initial process step 
before pyrolysis has not been fully explored. Previous works suggested 
that mild acid pre-treatment of biosolids can selectively remove inor
ganic elements and partially hydrolyse recalcitrant organics to produce 
organic-rich residue suitable for pyrolysis conversion to bio-oil [8, 
17–19]. During acid pre-treatment, protons (H+) from the acid solution 
replaced free or loosely bound metal ions in biosolids via an ion ex
change mechanism, causing the removal of ash-forming elements [11]. 
Also, deprotonation of carboxylic O–H and hydroxylic O–H functional 
groups can produce many H+ and negatively charged polyions that 
promote the desorption of metal ions in biosolids [20]. Depending on the 
severity of the acid pre-treatment conditions, disintegration (hydrolysis) 
of organic matter in biosolids can occur attributed to the disruption of 
hydroxyl bonds and cleavage of carbonyl groups, as well as the trans
formation of crystalline compounds to amorphous form, thereby 
reducing the structural and thermal recalcitrance of the treated residue 
[21,22]. For example, mild acid (<5% H2SO4 at 25 ℃ and 1 h) 
pre-treatment of biosolids was reported to remove about 75–95% of 
inherent HMs and 80–95% AAEMs, which reduced the ash content by 
50% without degradation of organic constituents [17]. Then, the py
rolysis of acid-pre-treated biosolids had higher rates of devolatilisation 
occurring at lower temperatures to produce lower char residues than 
untreated biosolids [8,17]. Similarly, Liu et al. [18] reported that acid 
washing using 0.1 M H2SO4 at ambient conditions for 12 h reduced 
biosolids ash content from 32 wt% to 20 wt% and increased carbon 
content by 26%. Therefore, acid pre-treatment of biosolids before 

pyrolysis may be desired for many reasons, such as (i) reduction of HMs 
concentration and bioavailability in the resultant biochar, (ii) reduction 
of ash content and increased organic matter retention in biochar, (iii) 
enhancement of char textural properties and specific surface area, and 
(iv) improvement of both energy and chemical value of bio-oil through 
reduction of water and oxygenates content ordinarily catalysed by 
native AAEMs. Furthermore, there is an extensive demonstration of acid 
pre-treatment of biosolids for removing HMs and other limiting con
taminants, thereby improving the grade of biosolids for unrestricted 
beneficial land reuse [20,23,24]. Therefore, biosolids pre-treatment may 
have a two-fold benefit for improving biosolids quality for land appli
cation as well as for pyrolysis upcycling. 

Existing studies on integrated acid pre-treatment and pyrolysis were 
centred on understanding the role of inherent metals on biosolids’ 
thermal decomposition behaviour and pyrolysis kinetics [19,25,26]. 
The analytical pyrolysis of acid-demineralised biosolids or demineral
ised biosolids spiked with specific metal additive have been used to 
elucidate the catalytic role of internal or added metals in fostering or 
inhibiting the release of gaseous nitrogen and sulfur compounds, 
degradation characteristics of organic matter, volatiles evolution, and 
pyrolysis activation energy [19,25–27]. There are limited studies on the 
bench-scale pyrolysis of acid-treated biosolids [18,28]. The role of acid 
pre-treatment on the distribution of pyrolysis product fractions (oil, 
char, and gas) and their properties have not been fully documented in 
the literature. Also, the observed effect of pre-treatment of biosolids in 
analytical pyrolysis setup may differ in practical reactor systems such as 
the fluidised bed reactor where gas-solid interactions are faster due to 
improved mass and heat transfer. Hence, biosolids pre-treatment before 
pyrolysis demands an extensive investigation in a typical fluid bed 
reactor under wide conditions of pre-treatment and pyrolysis. 

This work studied the pyrolysis of raw and acid-treated biosolids in a 
fluidised bed reactor at 300–700 ℃ to understand the role of pre- 
treatment on biosolids pyrolysis. It was hypothesised that the removal 
or passivation of inherent metals in biosolids through acid pre-treatment 
could enhance the biochar quality, influence the formation path of 
chemical components in the bio-oil, and affect gas production during 
pyrolysis. Two pre-treatment scenarios were selected to include (i) 
biosolids acid treatment followed by water washing as a neutralisation 
step for selective demineralisation and (ii) biosolids acid treatment 
having residual acid unwashed for metal passivation. The specific ob
jectives of this work were to study the effect of mild acid pre-treatment 
on (i) biosolids’ physicochemical properties and thermal decomposition 
behaviour, (ii) pyrolysis product distributions, (iii) biochar quality with 
respect to carbon retention, calorific value, HMs concentration and 
bioavailability, and surface morphology, (iv) compositions of chemical 
compounds in the pyrolysis liquid to assess the chemical value of the bio- 
oil, and (v) compositions and evolution profile of non-condensable py
rolysis gases. 

2. Materials and methods 

2.1. Biosolids collection and sample preparation 

Biosolids used in this study were collected from Mount Martha Water 
Recycling Plant, South East Water Corporation, Melbourne, Australia. 
The plant uses a dissolved air flotation process for sludge activation, 
then anaerobic followed by aerobic digestion for sludge treatment. The 
digested sludge is then dosed with polymer additives to coalesce the 
flocs, followed by mechanical dewatering in a centrifuge and drying in 
solar dryer shed. The biosolids employed in this study are the final solids 
from the dryer. The as-obtained biosolids were dried in an oven at 
105 ◦C, ground, and sieved to 100–300 µm particle size before further 
use. 
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2.2. Biosolids pre-treatment 

The pre-treatment procedure was as described in our previous work 
[17]. The biosolids were pre-treated using a 3% (v/v) sulfuric solution at 
a solid-to-liquid ratio of 1:10 (g/mL) at 25 ◦C under continuous stirring 
at 600 rpm for 1 h. These conditions were obtained from an earlier 
optimisation study [17]. At the end of the pre-treatment experiment, the 
slurry was vacuum filtered to separate into aqueous phase (filtrate) and 
solid residue (treated biosolids). The residue was divided into two por
tions. The first portion was washed many times with deionised water 
until the filtrate pH was near neutral to remove residual acid and other 
water-soluble inorganics. The second portion was used as obtained with 
no further water washing to study the effects of residual acid on bio
solids pyrolysis performance. The raw (untreated) biosolids were 
denoted as RB, treated biosolids with water washing were denoted as 
TB, while treated biosolids with no water washing were denoted as 
TB_nw. The generation of large volumes of aqueous waste is a typical 
limitation of acid pre-treatment; however, our recent work has devel
oped a closed-loop hydrometallurgical process for managing the 
generated aqueous acidic leachate stream via recycling and metal re
covery [23]. The effect of pre-treatment on the pyrolysis behaviour of 
biosolids was assessed through Thermogravimetry analysis using a 
high-temperature TG/DSC Discovery series SDT650 equipment (TA 
instrument). 

2.3. Pyrolysis experiments and products yield 

Pyrolysis experiments were carried out in a quartz tubular fluidized 
bed reactor under atmospheric conditions. The details of the pyrolysis 
rig and reactor specifications can be found in our previous works [15, 
29]. The pyrolysis procedure involves weighing 40 g of dry biosolids 
feed (RB or TB or TB_nw) into a clean, dry pre-weighed reactor. The 
reactor and its content were inserted vertically into a three-zone elec
trically controlled furnace with an average heating rate of 35 ◦C/min. 
The reactor and its content were continuously flushed with a stream of 
pure nitrogen to create an inert atmosphere before heating the reactor. 
The experimental setup is shown in Fig S1. Biosolids pyrolysis was 
conducted at three temperatures: 300, 500, and 700 ℃, which were 
selected to study the effect of pre-treatment on the product distribution 
and properties over a wide temperature range. During pyrolysis, a 
continuous stream of nitrogen flow required to achieve a gas velocity 
equivalent to 2.5 times the minimum fluidisation velocity was main
tained using the Ergun correlation described in our previous work [30]. 
After reaching the desired temperature, the experiment was continued 
for 60 min, sufficient to complete the pyrolysis process. At the end of 
each experiment, biochar was collected from the reactor after cooling 
down to ambient temperature, and bio-oil was collected from the con
densers. Non-condensable pyrolysis gas was continuously analysed on
line using micro-GC equipment connected to the pyrolysis gas cleaning 
units. Nine primary experiments were conducted, 3 samples by 3 tem
peratures. The pyrolysis product notations are distinguished by sample 
name-pyrolysis temperature, e.g., RB300 denoted Raw biosolids pyro
lysed at 300 ℃. At least a single repeat experiment was conducted for all 
samples, and average data has been reported with error bars repre
senting the standard deviation. Product yields were calculated using 
Eqs. (1)–(3). 

Biochar(wt%) =
Weight of biochar

Weight of biosolids feed
X100% (1)  

Bio − oil (wt%) =
WCT ,af ter − WCT ,bef ore

Weight of biosolids f eed
X100% (2)  

Gas(wt%) = 100% − Biochar (wt%) − Biooil(wt%) (3)  

Where WCT refers to the weight of the condensers and oil collecting 
tubes. 

2.4. Products characterisation 

2.4.1. Biochar 
Proximate analysis of biosolids and their biochar were carried out 

using a TGA 8000 Perkin Elmer equipment, and the ultimate analysis 
was performed in a CHNS 2400 Series II Perkin Elmer equipment 
coupled to a thermal conductivity detector. Physicochemical properties 
such as pH and electrical conductivity (EC) were determined using a pre- 
calibrated platinum electrode probe. Higher heating value (HHV) was 
estimated using the correlation of Channiwala and Parikh [31] shown in 
Eq. (4). Bulk density of the biosolids and biochar samples was deter
mined using the standard measuring cylinder method [30]. FTIR Spectra 
were captured in absorbance mode over a scanning wavelength of 
4000–650 cm− 1 at 32 scanning times and 4 cm− 1 resolutions using 
Frontier FTIR Spectroscopy (Spectrum 100, Perkin Elmer). Scanning 
electron microscope (SEM) FEI Quanta 200, USA, was used to analyse 
the surface morphologies of biochar samples after coating with iridium 
using Leica EM ACE 600 sputter coating instrument. The SEM instru
ment was operated at 30 kV, and SEM images were captured at the same 
spot size (5.0) and magnification (×3000) to compare all samples’ sur
face morphology. Brunauer–Emmett–Teller (BET) Surface Area Analysis 
was employed to estimate the surface area of the samples using Micro
meritics TriStar II instrument. 

The concentration of major elements in biosolids and biochar sam
ples was measured using XRF analysis (S4 Pioneer Bruker AXS). Trace 
elements were measured using ICP-MS analysis following the acid 
digestion of the biosolids samples in aqua regia following the procedure 
described in Hakeem et al. [17]. Lastly, the potential soil bioavailable 
HMs concentration in biochar samples was measured using the dieth
ylenetriamine pentaacetate (DTPA) acid extractable metal procedure 
[32]. Briefly, the extractant was prepared by weighing 1.97 g of DTPA, 
1.47 g of CaCl2.2 H2O, and 14.92 g of triethanolamine and dissolved in 
deionised water to make up 1 L solution. The pH of the solution was 
adjusted to 7.3 using concentrated HCl. Then 1 g of biochar sample was 
added to 10 mL of the pH-adjusted extractant solution, and the mixture 
was agitated at 250 rpm overnight at room conditions. The metal 
enrichment factor (MEFi) and metal retention/recovery (Ri) in the bio
char was estimated using Eqs. (5) and (6), respectively [17]. 

HHV
(
MJ
kg

)

= 0.3491C+ 1.1783H+ 0.1005S − 0.1034O

− 0.0151N − 0.0211Ash
(4)  

MEFi =
Metali concentration

(
mg
kg

)
in biochar

Metali concentration
(
mg
kg

)
in biosolids

(5)  

Ri(%) = MEFi X biochar yield (wt%) (6)  

2.4.2. Bio-oil compositions 
Pure bio-oil oil samples collected from the condenser during pyrol

ysis were used for the analysis. Bio-oil samples were dissolved in DCM 
before analysis in a Gas Chromatography-Mass Spectrometry (GC/MS 
Agilent Technologies, GC/MSD 5977B, 8860 GC system) instrument. 
HP-5MS (19091S-433UI) capillary column (30 m length, 0.25 mm I.D. 
and 0.25 µm film thickness) was used in the GC/MS equipment, and the 
temperature program of the oven was as follows: isothermal hold at 
45 ◦C for 3 min, ramp to 300 ◦C at 7 ◦C/min and isothermal hold at 
300 ◦C for 5 min. Other conditions were 300 ◦C - injection temperature; 
280 ◦C - MS transfer line; 230 ◦C - MS ion source; 1 µL - splitless injection 
volume; 23.0 mL/min - total inlet flow, and helium was used as the 
carrier gas. The relative composition of chemical compounds in each 
bio-oil sample was determined by peak area normalisation, denoted as 
peak area percentage [15]. For further analysis, the identified com
pounds in each bio-oil sample were categorised into different chemical 
groups such as oxygenated, nitrogenated, hydrocarbons, phenolics, 
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anhydrosugars, and sulfur-containing compounds. Acids, alcohols, al
dehydes, esters, ethers, furans, and ketones were categorised into 
oxygenated, while pyrazine, pyridine, pyrrole, azole, amines, amides, 
and nitriles were categorised into nitrogenated. Phenols and their de
rivatives are phenolics, while saccharides and sugar alcohols are clas
sified as anhydrosugars. Finally, olefin, paraffin, BTXS (benzene, 
toluene, xylene, and styrene), and PAHs were classified as hydrocar
bons. This classification was used to provide insight into the chemical 
value of the bio-oil based on dominant platform chemical species and 
study the effect of pre-treatment on the distribution of the chemical 
compounds. 

2.4.3. Pyrolysis gas compositions 
The components and relative compositions (mol%) of the gas stream 

from each pyrolysis experiment were analysed online using a Micro-GC 
490 (Agilent Technologies) instrument connected to the gas scrubbing 
unit from the pyrolysis reactor. The microGC has been calibrated with 
standard gases such as CO2, CO, H2, N2, O2 and C1-C4 hydrocarbon. 
Pyrolysis gasses were sampled every 4 min until the end of the experi
ment to identify and quantify the gas components. The gas evolution 
profile during the pyrolysis was obtained by plotting the relative gas 
compositions as a function of pyrolysis time. 

3. Results and discussions 

3.1. Effect of pre-treatment on biosolids physicochemical properties 

The effect of H2SO4 pre-treatment on the physiochemical properties 
of biosolids is summarised in Table 1. The mild acid pre-treatment (3% 
H2SO4 at 25 ℃ for 60 min) of biosolids impacted the proximate com
positions of the biosolids without substantial change in the ultimate 
compositions. Hence demineralisation mechanism dominated the pre- 
treatment process, which selectively removed inorganic matter. The 
percentage change in carbon contents was far lower than the percentage 
change in ash content of biosolids after pre-treatment. Specifically, there 
was a 40% and 20% decrease in ash content for TB and TB_nw, 
respectively and a 10% increase in the volatile matter for the treated 
samples. In contrast, the carbon, hydrogen, and nitrogen contents of the 
treated samples differ by less than 10% relative to the raw biosolids, 
attributed to the loss of acid-soluble light volatiles. The ash content 
decreased due to the substantial removal (>60%) of ash-forming ele
ments (such as AAEMs, Fe, Al, and HMs) from the biosolids. Devolati
lisation was slightly enhanced by pre-treatment due to the hydrolysis of 
recalcitrant organics, thereby increasing volatile matter from 57% in 
raw biosolids to over 63% in treated feeds. 

There was also a considerable reduction in HMs concentration, 
particularly Cu and Zn, which are the major limiting HMs in biosolids for 
land application. Overall, there was about a 75% reduction in HMs 
concentration in the TB relative to RB. The intensity of demineralisation 
and HMs reduction, as well as other physicochemical changes, were 
lesser in TB_nw than in TB due to the subsequent water-washing step 
performed in the latter, which aided the removal of water-soluble in
organics and organic components. The HMs concentration (except Cu) in 
TB is within the concentration limit prescribed by Victoria EPA for C1- 
grade (least contaminant grade) biosolids for unrestricted land appli
cation [33]. The bioavailability of the residual HMs in TB is considerably 
low and can be an attractive material for direct land use in its current 
form [17]. However, other rapidly emerging contaminants in biosolids, 
such as per- and polyfluoroalky substances (PFAS) and microplastics, 
might still be present in TB. Our earlier work observed that sulfuric acid 
pre-treatment could not extract PFAS from biosolids; rather, the process 
concentrated PFAS in the treated solids due to volume reduction [23]. 
Therefore, the thermal treatment of TB via pyrolysis might be necessary 
to completely degrade all potential organic and microbial contaminants 
and produce quality biochar for land beneficiation and other high-value 
applications. 

Notably, there was an increase in sulfur content in TB_nw compared 
to the other two samples indicating the presence of high residual sulfur 
from H2SO4 pre-treatment without any post-treatment water washing. 
The sulfur from H2SO4 could react with organic matter in biosolids to 
form organosulfur compounds, which might initiate the release of 
sulfur-containing volatiles during pyrolysis. The FTIR spectra (Fig S2) of 
the treated biosolids confirmed the formation of organosulfur com
pounds such as C-S, C––S, S––O, and SO2NH2 groups. The water-washing 
neutralisation steps neutralised residual sulfuric acid and removed the 
precipitated metal sulfate salts, raising the treated solids’ pH to 6.5 
(Table 1). However, the water-washing process caused a loss of total 
solids with a solids recovery of 85% and carbon retention of 82% in TB 
compared to 95% solids recovery and 88% carbon retention in TB_nw. 
Pre-treatment had a negligible change on the calorific value of the feed 
materials due to the contrasting effect of ash and oxygen concentration 
on the HHV correlation (Eq. (4)); however, pre-treatment reduced the 
bulk density of the biosolids, which was more profound in TB due to the 
extra water washing step. The overall observation of the acid pre- 

Table 1 
Effect of pre-treatment on biosolids physicochemical properties.  

Properties Compositions/ 
Elements 

Biosolids samples  

RB TB TB_nw C1-grade 
biosolids* 

Proximate 
analysis (wt% 
dry basis) 

Moisture 1.9 1.8 0.8  
Volatile matter 57.5 63.4 63.6  
Fixed carbon 10.6 16.4 11.3  
Ash 30.0 18.5 24.3  

Ultimate 
analysis (wt% 
dry basis)a 

Carbon 35.4 36.4 32.9  
Hydrogen 4.4 5.1 4.5  
Nitrogen 5.6 5.6 5.5  
Sulfur 0.9 2.3 7.4  
Oxygen 23.8 32.1 25.5  

pH  6.8 6.0 2.0  
EC (µS/cm)  1885 2400 9385  
HHV (MJ/kg)b  14.4 15.1 14.2  
Bulk density (g/cm3) 0.78 0.73 0.77  
Solids recovery 

(%)  
- 80 95  

Carbon retention (%)c - 82.3 88.3  
Major elements 

in ash (wt%) 
Al 0.74 0.54 0.56  
Ca 10.18 5.35 8.54  
Cl 0.35 0.08 0.08  
Fe 4.23 4.07 2.25  
Na 0.12 BDL BDLd  

K 1.07 0.18 0.35  
Mg 0.53 0.12 0.12  
P 1.32 0.54 0.51  
Si 2.69 3.29 2.91  

Demineralisation efficiency (%)e - 38.6 19.0  
AAEMs removal efficiency (%)f - 77.0 65.2  
Heavy metals 

(mg/kg) 
As 2.5 1.3 1.9 20 
Cd 1.3 0.3 0.5 1 
Co 1.3 0.5 0.9 - 
Cu 690 220 500 100 
Cr 20 13 16 400 
Ni 18 7 12 60 
Mn 210 10 53 - 
Pb 20 18 17 300 
Zn 850 160 560 200 

HMs removal efficiency (%) - 76 35   

a Obtained by difference Oxygen = (100-C-H-N-S-Ash); 
b Estimated using the correlation of Channiwala and Parikh (Eq. 4) 
c (Carbon content(wt%)in treated feeds)⁄ (Carbon content(wt%)

in raw biosolids)X Solids recovery(%)
d BDL – Below Detection Limit; 
e Based on ash content reduction; 
f Based on average Na, K, Mg, and Ca content reduction 
* Biosolids grade for land application as prescribed by EPA Victoria [33]. 
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treatment process on the changes in the physicochemical properties of 
biosolids is comparable with the literature [8,18,19]. For instance, in the 
study of Liu et al. [18], 0.1 M H2SO4 pre-treatment of biosolids at 
ambient temperature for 12 h reduced the ash content by 12 wt% and 
increased volatile matter and carbon contents by ~10 wt% relative to 
the untreated biosolids. Tang et al. [19] using 5% HCl, 25 ℃ and 6 h for 
biosolids pre-treatment yielded 8 wt% decrease in ash content and 
~5 wt% increase in volatile matter and carbon contents while nitrogen 
and hydrogen contents remained relatively unchanged compared to the 
raw biosolids. The current work used 3% H2SO4, 25 ℃ and 1 h to ach
ieve 12 wt% reductions in ash content and 6 wt% increments in volatile 
matter while ultimate compositions were least impacted. 

3.2. Effect of pre-treatment on biosolids thermal decomposition behaviour 

The influence of pre-treatment on the pyrolysis behaviour of bio
solids is illustrated by the various thermographs shown in Fig. 1. The 
DTG profile (Fig. 1(A)) occurs in three distinct degradation stages, 
which are: (I) dehydration (50–165 ℃), (II) devolatilisation of organic 
components (150–600 ℃), and (III) decomposition of recalcitrant 
carbonaceous materials and residual char organics (>600 ℃). In stage I, 
the dehydration peak attributed to the loss of moisture and light vola
tiles occurred at 100 ℃ with < 4% mass loss. The major mass loss 

(>50%) occurred in stage II over three degradation peaks at 250, 350, 
and 400 ℃, corresponding to the thermal decomposition of carbohy
drates, lipids and proteins/biopolymers, respectively [34,35]. The last 
degradation stage III, with < 10% mass loss, peaked at 750 ℃ and was 
attributed to the degradation of recalcitrant organics, such as lignin, and 
a fraction of inorganics, usually carbonates. There were clear differences 
in the DTG thermograph of RB, TB, and TB_nw with respect to changes in 
maximum degradation temperatures and rate of weight loss. The 
maximum degradation temperature shifted to lower values in treated 
samples compared to the raw sample. In contrast, the raw sample’s 
degradation rate was higher than the treated biosolids. For example, the 
maximum degradation temperature was 285 ℃ for RB, and it shifted to 
245 ℃ for TB_nw and 260 ℃ for TB, and while the rate of weight loss 
was 5.5%/℃ for RB and it slightly decreased to 5.3%/℃ for TB and 
4.3%/℃ for TB_nw. These differences can be attributed to the partial 
hydrolysis of organic matter and the removal of inorganics by the 
pre-treatment step, facilitating the thermal devolatilisation reactions at 
lower degradation temperatures. However, the pre-treatment process 
also resulted in the slight dissolution of organic matter, which decreased 
the overall quantity of volatile matter in the treated samples relative to 
RB, thereby reducing the rate of volatile degradation. The lower rate of 
TB_nw degradation compared to the other samples confirmed the for
mation of thermally stable metal sulfate salts, which inhibited organic 

Fig. 1. Effect of pre-treatment on the thermal decomposition behaviour of biosolids (A) DTG thermograph showing decomposition peaks (B) TG mass degradation 
curve (C) DSC profile showing heat flow (D) plot of fractional conversion as a function of pyrolysis temperature. 
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matter conversion [36]. The TG curve (Fig. 1(B)) shows that the 
decomposition profile of TB and RB was closely similar with no over
lapping, and at all temperatures, the degradation of TB was always 
higher than RB. This indicated that both samples have a similar organic 
matrix, and the lower ash content in TB was largely responsible for the 
higher mass loss at all temperatures. In contrast, TB_nw had a different 
degradation profile whose mass loss was faster than the other materials 
up to 320 ℃. Beyond this temperature, the mass loss was slower than in 
the other samples. The residual mass of RB and TB_nw was similar 
(40%), while that of TB was the lowest (35%). 

Fig. 1(C) illustrates the DSC curve of the biosolids samples showing 
the thermal energy flow as a function of pyrolysis temperature. Pyrolysis 
is an endothermic process where external energy is needed to break 
chemical bonds and decompose major biochemical components into 
primary decomposition products. From Fig. 1(C), two distinct endo
thermic peaks occurred at 100 ℃ and 300 ℃, corresponding to loss of 
moisture and organic devolatilisaiton, respectively. After the initial 
transformation up to 350 ℃, the energy needed to heat the feed mate
rials began to decline, and the decrease of heat flow with increasing 
pyrolysis temperature from 350 to 600 ℃ was almost linear. During this 
stage, there are traces of broad endotherms indicating that the decom
position of organic matter at 300–600 ℃ required minimal thermal 
energy. However, the non-distinct endotherms made attributing the 
degradation behaviour to specific organic components difficult. Beyond 
600 ℃, a small exothermic spike was observed occurring at 650–750 ℃ 
attributed to the decomposition of carbon refractories such as aromatic 
ring, N-alkyl long chain structures, and carbonates with the release of 
CO2 [37,38]. The intensity of the endothermic peak at 300 ℃ in TB_nw 
suggests that the thermal energy required to decompose its organic 
structure is higher. The infusion of sulfuric acid might have changed the 
organic structure of TB_nw to a thermally recalcitrant matrix through 
the formation of stable metal sulfate salts, consistent with observations 
reported in other works [18,39]. 

The iso-conversional temperature required for the pyrolysis of the 
three biosolids samples at the same heating rate (20 ℃/min) is shown in 
Fig. 1(D). The figure indicates that the pyrolysis conversion of biosolids 
occurred over at least three kinetic regimes: i) ≤ 10% conversion 
occurring at 100–240 ℃ (R-I), ii) 10–80% conversion occurring at 
240–500 ℃ (R-II), and iii) ≥ 80% conversion at 500–800 ℃ (R-III). 
These three kinetic regimes denoted dehydration, primary devolatili
sation, and secondary devolatilisation and char cracking stages. How
ever, the temperature required for each conversion stage differs for 
individual samples. For example, 10% conversion of TB_nw occurred at 
190 ℃ and about 230 ℃ for both RB and TB, suggesting that the 
dehydration stage occurred faster in TB_nw compared to the other two 
samples. The faster conversion kinetics of TB_nw continued into the 
primary devolatilisation stage up to 50% conversion, after which the 
rate was slower than RB and TB. Meanwhile, both RB and TB showed 
similar kinetics, up to 80% conversion, suggesting that the organic 
structure of both samples is identical. The slightly higher conversion rate 
of RB beyond 80% can be attributed to the role of native inorganic 
minerals, which promoted the cracking of recalcitrant organic matter. 
Notably, the pyrolysis temperature required to achieve 50% conversion 
was largely similar for all samples (340 ℃), as the conversion rate of all 
samples overlapped at that temperature (indicated by Xe in Fig. 1(D)). 
Overall, the required pyrolysis temperature was lowest for TB_nw at any 
given conversion < 50% and was highest at any given conversion 
> 50%. 

3.3. Pyrolysis products distribution: effect of pre-treatment and 
temperature 

The product distribution of raw and treated biosolids at 300–700 ℃ 
is shown in Fig. 2. The product yields are expressed in dry feed weight to 
compare the influence of the temperature and pre-treatment on pyrol
ysis product distributions (Fig. 2(A)). According to Fig. 2, with 

increasing pyrolysis temperature (from 300 to 700 ℃), biochar yields 
decreased while bio-oil and gas products yield increased irrespective of 
feed material. This trend in product distribution as a function of pyrol
ysis temperature is consistent with extant literature [29,30,40]. With 
increasing pyrolysis temperature, mass and heat transfer rates are faster, 
and several thermolysis decomposition reactions are enhanced with the 
rapid cleavage of chemical bonds. For all samples, the effect of pyrolysis 
temperature on biosolids devolatilisation was profound between 300 
and 500 ℃ compared to that between 500 and 700 ℃. Nevertheless, 
bio-oil and gas products yield monotonically increased with tempera
tures up to 700 ℃, indicating that biosolids contain recalcitrant organic 
fraction requiring higher temperatures to devolatilise. For example, 
during RB pyrolysis, the conversion was 28.8% at 300 ℃; it increased to 
49.7% at 500 ℃ and 58.6% at 700 ℃. A similar trend can be observed 
for TB and TB_nw. The DTG profile in Fig. 1(A) showed that most of the 
organic components in biosolids volatilised at temperatures between 
200 and 500 ℃. There were only slight improvements in bio-oil and gas 
yield by raising the temperature to 700 ℃. 

Pre-treatment had a clear effect on pyrolysis product distribution. 
From Fig. 2(A), pyrolysis of TB produced lower biochar yield 
(38.2–65.6 wt%) than that from RB (41.4–71.2 wt%), and the biochar 
yield from TB_nw (43.0–68.7 wt%) was found to be between the yields 
from RB and TB. In contrast, bio-oil yield from TB (24.7–42.6 wt%) was 
higher than that from RB (20.6–37.0 wt%) and TB_nw (19.6–36.8 wt%). 
Removal of ash-forming elements from biosolids and partial hydrolysis 
of the organic matter by H2SO4 pre-treatment improved the devolatili
sation of TB to produce more bio-oil and less char residues compared to 
other biosolids samples. It has been indicated that trace levels (<1 wt%) 
of certain ash components in biomass have significant catalytic effect 
during pyrolysis, which can decrease bio-oil yield considerably [41]. 
From Fig. 1(A), TB_nw had the least conversion of all biosolids samples 
producing the highest biochar yield at 500 and 700 ℃. The residual 
sulfuric acid in TB_nw can catalyse crosslinking and polycondensation 
reactions at higher temperatures to form extra char, thereby increasing 
biochar yield [42]. The effect of pre-treatment was prominent on the 
distribution of biochar and bio-oil fractions, suggesting that the removal 
of inorganics had a remarkable influence on the thermal devolatilisation 
of organic matter in biosolids. Depending on the metal species and 
chemical form, mineral components have been shown to play various 
catalytic roles in releasing pyrolytic volatiles from organic matter [26, 
43]. The extent of the interaction of mineral matter on organic matter 
conversion during biosolids pyrolysis has been elucidated in another 
work [8]. The gas product yield increased with increasing pyrolysis 
temperature and was higher for RB and TB_nw than for TB. The catalytic 
effect of the inherent inorganics in RB and residual acid in TB_nw 
facilitated gas production through secondary cracking and dehydration 
reactions, respectively. 

Fig. 2(B) shows the pyrolysis product yield expressed on volatile 
solids (VS) or dry-ash-free basis to discount the effect of ash matter on 
product distribution as well as understand the real impact of pre- 
treatment on the downstream pyrolysis conversion of VS. At all pyrol
ysis temperatures, RB and TB had a similar yield of bio-oil in the range of 
30–53 wt%, and biochar yield (30–59 wt%) was only similar for both 
samples at 300–500 ℃. However, gas and biochar yield varies sub
stantially for RB and TB at 700 ℃. This indicates that VS conversion to 
bio-oil was not negatively impacted by demineralisation as in the case of 
TB. In contrast, biosolids pre-treatment without the water neutralisation 
step, as in TB_nw, negatively impacted VS conversion to bio-oil during 
pyrolysis at all temperatures. The higher biochar yield at 500 and 700 ℃ 
for treated biosolids compared to the RB clearly indicates the char 
cracking role of native mineral matter during biosolids pyrolysis. The 
presence of mineral matter in RB caused a substantial cracking of 
recalcitrant volatiles at 700 ℃ to decrease biochar yield and increase 
gas yield. Consequently, RB conversion was 84% against 75% for treated 
biosolids. The elevated VS conversion attributed to the internal minerals 
in RB caused a decrease in fixed carbon and organic matter retention of 
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the resulting biochar. In contrast, the lower conversion of VS in treated 
biosolids increased fixed carbon content and organic matter retention in 
the biochar. The higher biochar yield from the treated samples suggests 
that the pre-treatment process caused a reduction of thermally labile VS 
through the dissolution of acid-soluble organics and the loss of total 
solids during the process. This observation was confirmed by the 
80–95% solids recovery and 82–88% carbon retention in treated bio
solids relative to RB (Table 1). Besides the loss of total solids and light 
volatiles during pre-treatment, the residual organic structure might also 
be impacted by pre-treatment, increasing the stable VS fraction as 
indicated by the higher fixed carbon contents in treated biosolids. In 
sum, pre-treatment weakened the pyrolysis conversion of biosolids VS to 
gas product only at 700 ℃. 

Under the conditions of this work, there could be more than one 
mechanism through which acid pre-treatment influenced biosolids 
organic matter devolatilisation to produce higher bio-oil and lower 
biochar compared to RB. Perspectives on how biosolids’ devolatilisation 
could be enhanced by acid pre-treatment with water washing step (as in 

TB) have been provided.  

i) The substantial reduction of ash content by pre-treatment increased 
volatile matter concentration in TB. Since the volatile matter content 
per solid mass is higher in TB than RB, the pyrolysis of equal amounts 
of TB and RB implies more volatiles per unit TB mass is available for 
thermal conversion to bio-oil. The lower biochar yield in TB is due to 
reduced ash content since ash components are largely retained in the 
biochar. The proximate compositions of the biosolids changed sub
stantially after pre-treatment, with a major opposite shift in the 
volatile matter and ash matter contents (Table 1).  

ii) During pre-treatment, complex organic components in biosolids can 
be hydrolysed into simpler components through the disruption of O- 
H bonds by H+ from acid solution and surface deprotonation reaction 
causing the cleavage of carbonyl groups in protein and carbohydrate 
structures [20,22]. The partially hydrolysed organic macromolecules 
in TB are thermally less stable, and their characteristics decompo
sition temperature occurs in a lower region than untreated biosolids 

Fig. 2. Effect of pre-treatment and temperature on biosolids pyrolysis product distribution (A) expressed on a dry feed weight basis (B) expressed on volatile solids 
(dry-ash-free) basis. 

I.G. Hakeem et al.                                                                                                                                                                                                                              



Journal of Analytical and Applied Pyrolysis 173 (2023) 106087

8

(The TGA/DTG curve confirmed the shift to lower degradation 
temperature) (Fig. 1(A)). 

The results of this work provide insight into the impact of acid pre- 
treatment on biosolids pyrolysis product distribution under a wide 
range of temperatures. However, the findings cannot sufficiently iden
tify the specific organic chemical bonds and components being trans
formed during pyrolysis, aided or inhibited by pre-treatment. Further 
studies are needed to comprehensively understand the pre-treatment 
process and the exact mechanisms through which organic matter 
devolatilisation occurs to increase bio-oil yield. 

3.4. Effect of pre-treatment on biochar quality 

3.4.1. Physicochemical properties 
The physicochemical properties such as proximate and ultimate 

analyses, caloric value, pH, carbon retention and bulk densities of the 
resultant biochar obtained from the three biosolids feed samples at 
300–700 ℃ are summarised in Table 2. Generally, volatile matter (VM) 
decreased, while fixed carbon (FC) and ash content increased in all 
biochar samples with increasing pyrolysis temperature. However, the 
increase in FC was negatively influenced by higher ash contents in 
biochar as the metal oxides in the ash can further oxidise FC, particularly 
at higher temperatures. During pyrolysis, thermally labile organic 
matter in the biosolids is removed, leading to substantial volume 
reduction. As a result, recalcitrant organic matter and inorganic matter 
are concentrated in the biochar. Increasing pyrolysis temperature 
increased the intensity of organic matter degradation and inorganic 
matter retention. The reduction of VM with increasing temperature had 
a consequential decrease in the ultimate compositions (C, H, N, O) of the 
biochar through dehydration, deoxygenation, decarboxylation, and 
denitrogenation reactions. Pre-treatment had clear effects on the prox
imate and ultimate compositions of the biochar samples. At all pyrolysis 
temperatures, biochar obtained from treated feeds had lower ash con
tents and higher FC than RB-biochar due to the prior removal of the ash- 
forming elements via the pre-treatment demineralisation process. TB- 
derived biochar had the highest VM and FC increase, and the lowest 
ash contents decrease compared to corresponding biochar obtained from 

other biosolids feeds, albeit at the cost of biochar yield. Pre-treatment 
with water neutralisation steps retained higher organic matter in the 
biochar (24–58%), supported by the higher carbon contents and calo
rific value in the TB-derived biochar relative to RB and TB_nw biochar 
(Table 2). Also, the fuel ratio of TB biochar was higher than RB-biochar, 
particularly at 700 ℃; the fuel ratio of treated biosolids biochar was 
higher by 44–63% than RB-biochar. It is then suggested that removing 
minerals before pyrolysis can be a promising approach for strengthening 
biochar carbon-sequestration and energy-recovery potential. Also, the 
lower ash contents in the TB-derived biochar can enhance the biochar- 
carbon resistance to thermal and chemical oxidation, thereby 
increasing the carbon stability, as demonstrated in previous work [8]. 
However, the increase in sulfur contents in the biochar may be an un
desired outcome of the pre-treatment process, particularly when the 
sulfuric acid pre-treatment is not followed by the water-washing neu
tralisation step, as in TB_nw. Nevertheless, sulfur is an essential plant 
micronutrient in biochar for land application, and the pre-treatment can 
enrich the derived biochar of sulfur contents compared to RB-biochar. 

The elemental H/C and O/C ratio is typically used to measure bio
char aromaticity and biochemical stability and can be correlated to 
pyrolysis temperature [44]. The decrease in the H/C ratio indicated 
higher biochar aromaticity due to the strong degree of carbonisation 
with increasing pyrolysis temperature [40]. Biochar produced at higher 
temperatures and from pre-treated biosolids had aromatic and hydro
phobic structures through the loss of oxygen-containing functional 
groups (such as hydroxyl and carboxyl). Nan et al. [8] also observed that 
removing inherent minerals from sewage sludge via acid pre-treatment 
facilitated the disappearance of oxygen-containing functional groups 
such as C––O, O––C− O, and C− O, while promoting C− C/C––C bonds, 
indicating higher aromatisation of biochar. Pyrolysis temperature plays 
an important role in shaping biochar’s surface chemistry and organic 
structure. At lower temperatures (<500 ℃), the hydrogen-bonding 
network in the organic compounds is eliminated, and hydroxyl groups 
are oxidised to carboxyls. At higher temperatures, methylene groups are 
heavily dehydrogenated to aromatic structures [45]. The bulk (or 
apparent) densities of the biochar obtained at 300–700 ℃ from the three 
biosolids feed samples were found to vary substantially. Generally, there 
was a monotonic increase in bulk density with increasing pyrolysis 

Table 2 
Effect of pre-treatment on biochar physicochemical properties.  

Pyrolysis temperature (℃) 300 500 700 

Biosolids samples RB TB TB_nw RB TB TB_nw RB TB TB_nw 

Proximate analysis (wt% dry basis) 
Moisture 0.37 0.47 0.45 0.80 0.65 0.84 0.84 0.91 0.89 
Volatile matter 46.16 52.11 50.69 29.28 30.67 35.67 20.07 21.70 16.71 
Fixed carbon 14.66 18.45 13.28 17.62 27.66 17.15 19.99 31.32 27.26 
Ash 38.82 28.97 35.57 52.31 41.02 46.35 59.10 46.06 55.15 
Ultimate analysis (wt% dry basis) 
Carbon 39.35 45.08 40.07 32.82 41.67 35.34 30.41 37.27 30.21 
Hydrogen 3.18 3.57 2.80 1.01 1.50 1.08 0.29 0.83 0.48 
Nitrogen 6.55 7.35 6.39 5.47 5.63 5.21 3.25 4.83 4.01 
Sulfur 0.89 2.58 6.13 0.58 3.12 6.06 0.65 3.14 7.32 
Oxygena 11.22 12.45 9.04 7.81 7.07 5.97 6.30 7.87 2.84 
Other properties 
O/C 0.21 0.21 0.17 0.18 0.13 0.13 0.16 0.16 0.07 
H/C 0.97 0.95 0.84 0.37 0.43 0.37 0.11 0.27 0.19 
pH 5.8 5.5 4.1 7.8 6.8 6.3 9.8 9.4 9.6 
EC (µS/cm) 722 1042 2614 305 1500 1868 2160 3218 2902 
Bulk density (g/cm3) 0.79 0.74 0.69 0.80 0.78 0.67 0.83 0.70 0.65 
HHV (MJ/kg)b 15.49 18.19 16.13 10.71 14.95 12.54 9.07 12.44 10.33 
Fuel ratio (FC/VM)c 0.32 0.35 0.26 0.60 0.90 0.48 1.00 1.44 1.63 
Organic matter retention (%VS)d 58.8 57.8 58.6 29.0 33.3 36.8 16.3 24.2 24.7  

a Obtained by difference, i.e. O = 100-(C+H+N + S+Ash); 
b Estimated by the correlation of Channiwala and Parikh [31] (Eq. 4); 
c Fuel ratio was estimated by dividing the fixed carbon content (wt%) by the volatile matter content (wt%) in each sample; 
d Calculated by dividing the volatile solids (VS) in biochar (Biochar yield (wt%)–ash content (wt%)) by the corresponding VS in the respective feedstock (100 (wt%)– 

ash content (wt%)). 
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temperature reflected by the extent of volume reduction caused by py
rolysis. The bulk density of the RB-biochar was the highest, followed by 
TB_nw and TB-biochar, which is reflective of the lower ash content in 
treated biosolids relative to raw biosolids at a given pyrolysis temper
ature. Lastly, the pH of the biochar was observed to generally increase 
with increasing temperature largely due to the destruction of acidic 
functional groups and the increase in the concentration of basic func
tional groups such as char-N as well as metal oxides in the ash contents. 
Biochar produced from TB_nw at 300 ℃ was more acidic (pH 4) than 
biochar from other biosolids samples (pH 5.5–5.8) due to residual sul
furic acid in TB_nw. However, the pH of all biochar samples was similar 
at 700 ℃ suggesting the inherent acid in TB_nw has no influence on the 
resultant biochar pH, possibly because acidic metal sulfate salts have 
been cracked into normal metal sulfate or oxides form. 

3.4.2. Metals concentration, retention, and bioavailability 
The effect of pre-treatment on the concentration of inorganic ele

ments in biochar was assessed. The compositions and concentration of 
metal oxides and HMs in the raw and treated biosolids-derived biochar 
produced at 300–700 ℃ are summarised in Table 3. The major ash- 
forming elements enriched in the biochar are oxides of Ca, Si, Fe, P, 
Al, K, Mg, and Na in decreasing order. Expectedly, the metal concen
tration increased with increasing pyrolysis temperature (decreasing 
biochar yield). The metal concentrations were highest for the RB biochar 

samples containing the full spectrum of metal components. The prior 
removal of inorganic elements during pre-treatment substantially 
reduced the final concentration in the treated biosolids biochar. 
Notably, Na removal in biosolids via pre-treatment was almost 100%; 
consequently, Na2O was only detected in RB biochar and was below the 
detection limit in all treated biosolids biochar samples. According to  
Fig. 3(A), the metal contents in the respective biosolids feed were largely 
retained in their derived biochar with a retention rate of > 90%, con
firming the thermal stability of the metal species at the pyrolysis con
ditions. However, at the highest pyrolysis temperature (700 ℃), there 
appears to be some volatilisation of AAEMs, particularly Ca and K, 
attributed to the decomposition of Ca-containing minerals such as 
CaCO3 in the case of RB and CaSO4 hydrates in the case of treated bio
solids. In addition, the sublimation of KCl at high temperatures may 
cause K loss from the biochar [29]. Moreover, recalcitrant organics 
bonded to mineral matter may decompose at high temperatures leading 
to the release of metal species to the gas phase, lowering their recovery 
in the biochar [46]. 

Heavy metals are limiting contaminants in biosolids and their 
derived char, particularly for land application purposes. The HMs con
centration in the biochar obtained from the three biosolids samples at 
300–700 ℃ is shown in Table 3. The concentration generally increases 
with temperature with an enrichment factor of at least 1.2 times the 
concentration in the parent biosolids at 300 ℃ and up to 2.5 times at 

Table 3 
Effect of pre-treatment and pyrolysis temperature on metal concentration in biochar.  

Temp. (℃) 300 500 700 

Feed samples RB TB TB_nw RB TB TB_nw RB TB TB_nw 

Major metal oxides (wt%) 
Al2O3 2.1 1.7 1.7 3.0 2.5 2.0 3.4 2.8 2.7 
CaO 14.3 8.7 12.9 17.3 10.8 14.2 18.8 11.7 15.9 
Fe2O3 6.6 4.6 4.0 8.0 6.0 4.7 8.2 6.4 5.0 
K2O 1.5 0.3 0.5 1.8 0.4 0.6 1.9 0.4 0.6 
MgO 1.1 0.3 0.3 1.6 0.5 0.4 1.8 0.5 0.5 
Na2O 0.5 BDLa BDL 0.7 BDL BDL 0.7 BDL BDL 
P2O5 3.4 1.5 1.3 4.4 1.9 1.4 4.8 2.1 1.7 
SiO2 7.7 10.6 8.6 10.6 14.9 8.9 11.9 16.0 11.4 
Heavy metals (mg/kg) 
As 3.0 2.0 2.5 3.5 2.4 3.0 2.1 1.7 1.9 
Cd 1.8 0.5 0.7 2.5 0.7 1 1.8 0.8 0.8 
Cr 30 15 23 47 28 32 35 30 22 
Cu 890 1100 1600 950 1200 1800 1200 1400 1900 
Ni 26 10 17 38 13 24 29 16 16 
Pb 29 25 21 37 40 34 40 40 36 
Zn 1300 400 770 1500 580 970 1600 530 930  

a BDL – Below detection limit 

Fig. 3. Effect of pre-treatment on (A) metal retention in biosolids biochar at 700 ℃ (B) bioavailable HMs concentration in biosolids biochar.  
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700 ℃. Up to 500 ℃, there was an upward trend in the increase in the 
HMs concentration. However, at 700 ℃, there was a decline in the 
concentration of the metals attributed to the rise in the thermal vola
tilities of certain elements. Specifically, at 700 ℃, less than 50% of As 
and Cd were retained in the biochar, and Zn retention was less than 70%. 
Zhang et al. [47] reported similar observations during sewage sludge 
pyrolysis, with Hg being completely partitioned in the oil and gas 
product fractions as low as 300 ◦C while Cd and As had less than 10% 
recovery in the biochar at 650 ◦C. At 700 ◦C, the thermal volatilities of 
HMs can be ranked as Cu < Cr < Ni < Pb < Zn < As = Cd, suggesting 
that Cu, Cr, and Ni were least involved in migration during biosolids 
pyrolysis. This observation was similar to that reported in previous 
works [29,47]. Cu had the highest retention in biochar due to the high 
affinity of Cu to organic matter [17]. The higher organic matter reten
tion in TB/TB_nw biochar also explains the higher Cu concentration in 
treated biosolids biochar compared to RB biochar. The poor removal of 
Pb with sulfuric acid resulted in the inconsequential effect of 
pre-treatment on Pb concentration in the biochar obtained from all 
samples. The concentration of all other HMs was lower in treated 

biosolids biochar compared to RB biochar, with the lowest for TB bio
char. However, the enrichment factor for a given HM was higher in TB 
biochar than in RB biochar. The low ash content in TB weakens the 
dilution effect resulting in higher MEF. For instance, in biochar obtained 
at 500 ℃, Cd concentration increases by 1.9 times for RB and 2.3 times 
for TB; similarly, Zn enrichment was 1.8 for TB and 3.6 for TB. Besides 
the reduction of metal concentration by pre-treatment, there was an 
increase in the stability of the metal as their recovery in the biochar was 
higher for treated samples than the RB (Fig. 3(A)). The removal of 
acid-exchangeable (ionisable) and reducible metal (bound to carbonates 
and Fe-Mn oxides) fractions during pre-treatment facilitated the trans
formation and stabilisation of the remaining HMs in the treated samples 
to oxidisable (bound to organic matter) and residual fractions (bound to 
silicates) [48]. Therefore, stabilising HMs in the TB and TB_nw biochar 
compared to RB biochar can reduce the undesired migration of HMs into 
oil and gas product fraction during biosolids pyrolysis. 

The reduction of HMs concentration and the increased metal stability 
in the biochar facilitated by pre-treatment may not be enough indication 
of the potential toxicity of the residual HMs. Therefore, DTPA-plant 

Fig. 4. Effect of pre-treatment and temperature on the surface morphology of biosolids biochar (A) RB300 (B) TB300 (C)TB_nw300 (D) RB500 (E) TB500 (F) 
TB_nw500 (G) RB700 (H) TB700 (I) TB_nw700. 
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available HMs concentration was assessed, and the result showed that 
pre-treatment drastically reduces the bioavailable metal concentration 
in the biochar (Fig. 3(B)). Specifically, at 500 ℃, the DTPA-extractable 
Cu concentration from RB biochar was 60 mg/kg, while it was 20 mg/kg 
for TB biochar. Similarly, Zn bioavailable concentration in TB biochar 
was reduced by at least 50% compared to RB biochar at the same py
rolysis temperature. The effect of pre-treatment follows a similar trend 
for Ni bioavailable concentration reaching about 7 mg/kg in TB700 
compared to 15 mg/kg in RB700. The higher organic matter retention 
and surface functional groups in TB biochar could promote organome
tallic complexation reaction, thereby enhancing HMs immobilisation in 
the char matrix and decreasing the extractable metal concentrations 
[49]. 

3.4.3. Morphological properties 
The SEM imaging of the biochar obtained from raw and treated 

biosolids samples at 300–700 ℃ is shown in Fig. 4. There was a clear 
distinction in the image of the samples, highlighting the effect of pre- 
treatment and pyrolysis temperatures on biochar surface morphology. 
The image of the biochar obtained at 300 ℃ (Fig. 4(A-C)) showed a 
bulky structure with particle shrinkage resulting from the dehydration 
and decarboxylation of organic matter. The char sample from RB and TB 
appeared similar (Fig. 4(A&B)), and the biochar sample from TB_nw 
(Fig. 4(C)) had a flaky structure with a surface covering arising from the 
acidic metal sulfate salts. At 500 ℃, the image of the char samples 
(Fig. 4(D-F)) showed a matured organic conversion with the compact 
structure becoming disintegrated into small fragments; however, the 
pore structure is not well developed with traces of pore openings. The 
char from TB_nw still showed the thermally stable metal sulfate salts 
coverings, limiting the full development of the pores (Fig. 4(F)). At 
700 ℃ (Fig. 4(G-I)), organic compounds have been completely 
degraded, and the char cracking reaction removed residual volatiles, 
opening up pores within the char matrix and exposing the char surface. 
TB biochar has a strong pore development (Fig. 4(H)) due to enhanced 
devolatilisation and lower ash residues. The RB700 (Fig. 4(G)), due to its 
high ash content, had poor pore structure development attributed to the 
creation of stable organometallic compounds within the aromatic 
structures, which are recalcitrant to thermal volatilisation at 700 ℃ 
[29]. It has been suggested that high levels of ash-forming minerals in 
biosolids would require higher pyrolysis temperatures for their biochar 
pore structure to be fully developed compared to low-ash-containing 
biomass biochar [6]. Hence, reducing the ash minerals in biosolids by 
mild sulfuric acid pre-treatment was beneficial in producing biochar 
with a porous structure, albeit the effect was profound only at 700 ℃. 
However, the presence of residual acid and acidic metal sulfate salts 
inhibited volatile removal and caused pore blockage, as observed in the 
SEM images of TB_nw. 

The BET-specific surface areas and average pore volume of the bio
char samples are summarised in Table 4. At 300 ℃, the surface area 
(15–25 m2/g) of the biochar from all feed samples was largely similar; 

however, the pore volume of TB (0.024 cm3/g) was almost double of the 
RB (0.012 cm3/g) supporting the elevated rate of inorganic removal by 
pre-treatment and organic matter removal from the bulk of TB sample 
during pyrolysis. Increasing the pyrolysis temperature to 500 ℃ 
increased the biochar surface area by at least 40%, reaching 27 m2/g for 
RB and 40 m2/g for TB, and a further increase in temperature to 700 ℃ 
increased the surface area to 55 m2/g for RB and 107 m2/g to TB. The 2- 
fold higher surface area of TB-biochar compared to RB-biochar was 
supported by the improved pore structure development of TB biochar, as 
shown in Fig. 4(H). Higher surface area and pore volume are indicative 
of the stability of the char structure, which can enhance their application 
in catalysis and adsorption [6]. The pore size distribution indicates that 
the biochar materials are largely mesoporous with pore width in the 
2–50 nm range. However, the relatively lowest pore width in the case of 
TB_nw indicates possible pore blockage by the poorly soluble metal 
sulfate salt, particularly CaSO4 hydrates that covers the surface as 
observed under the SEM imaging. 

3.5. Effect of pre-treatment on bio-oil compositions 

The chemical compositions identified through the GC/MS analysis of 
the bio-oil obtained from the pyrolysis of raw and treated biosolids are 
summarised in Table 5. The results showed that the bio-oil is a complex 
mixture of various chemical compounds grouped into oxygenates, 
nitrogenated compounds, sulfur-containing, and hydrocarbons. Tem
perature and pre-treatment considerably affect the evolution of volatile 
organic compounds in the bio-oil. Generally, for all biosolids samples, 
the yield of nitrogenated and oxygenated compounds decreased with 
increasing pyrolysis temperature, while hydrocarbons and phenol yield 
increased with temperature. The effects of pre-treatment on the distri
bution of chemical components in the bio-oil varied with pyrolysis 
temperature. For instance, pre-treatment enhanced hydrocarbon pro
duction from 20% in RB to 30–35% in treated biosolids at ≥ 500 ℃, 
whereas anhydrosugars yield was increased from 2.1% in RB to 4.5% in 
TB only at 300 ℃, while phenolics yield was similar for all bio-oils at all 
temperatures. 

The bio-oil obtained at 300 ℃ consists mainly of high molecular 
weight nitrogenated and oxygenated compounds, with major chemical 
species being N-heterocyclics and ketones. Nitrogenated compounds in 
bio-oil originated from the thermal devolatilisation of proteins, while 
ketonic compounds are from the primary decomposition of carbohy
drates. N-heterocyclics could be formed by dehydrogenation of the 
amino group present in proteins and nucleic acids in biosolids and 
through the addition of HCN and/or NH3 to benzene/toluene aromatic 
ring during pyrolysis [50]. Dehydration and decarboxylation of organic 
matter are prominent thermolysis reactions at lower temperatures 
resulting in the formation of high-molecular-weight reactive oxygenate 
fragments such as R–CHO, R–C–O–R, R–CO–OH, and R–O–R [51]. Py
rolysis at 300 ℃ was selective for producing a few kinds of N-hetero
cyclics, amides/amines, and ketones, irrespective of the biosolids feed 

Table 4 
Surface properties of biochar samples.  

Pyrolysis temperature (℃) Feed samples Surface properties 

BET specific surface area (m2/g) BJH average pore volume (cm3/g) BJH average pore width (nm) 

300 RB  15.2  0.012  7.94 
TB  25.2  0.024  8.00 
TB_nw  20.5  0.015  7.84 

500 RB  26.9  0.021  8.67 
TB  43.7  0.030  8.81 
TB_nw  32.9  0.017  8.22 

700 RB  55.3  0.039  7.65 
TB  106.9  0.061  8.54 
TB_nw  72.5  0.043  7.03  
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samples. However, inherent minerals in RB and residual acid in TB_nw 
facilitated denitrogenation reactions to generate more volatile-N com
pounds than TB. For instance, at 300 ℃, total N-compounds were 53% 
for RB and TB_nw and 34% for TB. Significant thermal cracking of heavy 
N-heterocyclic compounds to simple aromatic/aliphatic N-compounds 
occurred at higher pyrolysis temperatures (500–700 ℃), reducing total 
nitrogenated compounds in the bio-oil to ≈ 23% for all samples. The 
effect of pre-treatment on the evolution of N-compounds was less intense 
at 500 and 700 ℃. It has been observed that the interaction between 
mineral matter and N-containing compounds in biosolids was strongly 
limited by pyrolysis temperature [52]. 

Notably, anhydrosugars (including sugar alcohols) production was 
sensitive to pyrolysis temperatures. It was detected only at 300 ℃, and 
the yield was improved by more than 50% following the removal of 
AAEMs in TB. At 500–700 ℃, pre-treatment had no impact on the 
production of anhydrosugars as they are highly susceptible to secondary 
degradation facilitated by metal and acid catalysts as well as higher 
pyrolysis temperatures [53]. However, biosolids pre-treatment favoured 
the production of sugar dehydration products such as maltol and furans 
(10%), mainly comprising 3-HMF, furfural, and 5-methyl furfural. The 
acid catalysis of sugars is a popular route to enhance the formation of 
furfural compounds [54]. The passivation of AAEMs by acid infusion 
selectively enhanced sugar dehydration products, such as levoglucose
none and furfural, whose yield was observed to be related to the quantity 
of acid added [55]. Phenols and their derivatives may originate from 
biosolids pyrolysis through the secondary decomposition of poly
saccharides and proteins and are generally enhanced at higher temper
atures from aromatisation reactions [56]. At 300 ℃, the total phenolics 
yield was less than 10%, mostly detected in RB bio-oil. At higher tem
peratures, phenolics yield increased to ≈ 15% for both RB and TB, 
whereas it was no more than 10% for TB_nw. Mineral removal by 
pre-treatment had no significant effect on phenol production; however, 

residual acid in TB_nw suppressed phenol formation relative to RB. 
Other works [36,57] have also suggested that phenol precursor such as 
lignin is relatively inert to AAEMs. While AAEMs are largely inert in 
catalysing the cleavage of the ester group in lignin to produce guaiacols 
(vinyl-phenols), it has been found effective in promoting the cleavage of 
β-O-4 aryl ether bonds to produce simple phenolic monomers such as 
cresols [55]. This could explain the higher yield of p-cresol with 
acid-pre-treated biosolids compared to RB. 

Hydrocarbon production increased monotonically with temperature, 
and it grew from 0% to 3% at 300 ℃ to 20–35% at 500 ℃ for all sam
ples, with RB having the lowest yield. Raising the temperature to 700 ℃ 
increased hydrocarbon yield to 28% for RB, slightly decreasing the yield 
to about 32% for treated biosolids. Monoaromatic hydrocarbons, mainly 
benzene, toluene, xylene, and styrene (BTXS), are the major compounds 
in the bio-oil at higher temperatures ≥ 500 ℃. In contrast, aliphatic 
hydrocarbons, mainly paraffin and olefin, were detected in bio-oil from 
untreated biosolids at < 500 ℃. Acid pre-treatment enhanced aroma
tisation reactions, which increased the yields of monoaromatic hydro
carbons due to the suppression of AAEMs-catalysed ring opening and 
fragmentation reactions that would otherwise convert -CH to light ox
ygenates, COx gases, and char [36,58]. In a previous study [36], acid 
washing and infusion enhanced the formation of aromatic hydrocarbons 
by ~30%; however, both pre-treatment did not significantly change the 
yield of olefins, similar to the observation in the current work. The 
weaker effect of inherent AAEMs caused by acid pre-treatment increased 
the formation of undesired stable polycyclic aromatic hydrocarbons 
(PAHs) in bio-oil from TB and TB_nw; however, PAHs were not detected 
in RB bio-oil at all temperatures. AAEMs and their minerals can enhance 
the cracking of heavy PAHs into monoaromatics, particularly at higher 
temperatures [59]. Lastly, aromatic sulfur compounds such as benziso
thiazole, thiazolidine, thiophene, and aliphatic S-compounds, mainly 
methyl sulfides, were detected in the bio-oil obtained from treated 

Table 5 
GC/MS analysis showing the chemical composition of the bio-oil samples.  

Bio-oil compositions 

Pyrolysis temperature (℃) 300 500 700 

Biosolids samples RB TB TB_nw RB TB TB_nw RB TB TB_nw 

Compounds Peak Area (%) 
Pyrazine 14.1 2.9 16.3 - - 2.3 4.5 - - 
Pyridine 8.3 6.4 8.5 3.0 1.5 2.3 1.7 1.0 8.5 
Pyrrole 3.4 0.4 - 8.2 1.4 0.4 1.6 5.7 0.5 
Azole 0.3 0.2 - 0.9 6.3 0.9 9.0 8.0 0.5 
Amines 5.3 5.8 16.9 3.4 2.0 0.6 1.3 0.4 4.6 
Amides 19.3 17.6 8.5 7.4 4.8 2.1 4.2 2.3 1.6 
Nitriles 1.8 1.1 3.2 4.5 7.1 7.2 3.8 5.9 6.5 
Total Nitrogenated 52.5 34.4 53.4 27.3 23.0 15.8 26.2 23.7 22.2 
Esters 1.2 2.9 3.5 8.3 15.0 18.8 14.4 10.9 13.0 
Ethers - - - 2.5 - - 2.5 - - 
Ketones 30.5 37.7 16.7 20.9 11.5 8.8 10.6 8.6 6.1 
Aldehydes - 1.0 - - 0.8 - - 0.9 1.0 
Acids 2.1 4.5 7.8 4.4 0.9 3.8 3.6 3.3 6.9 
Alcohols 2.1 0.5 - 0.8 1.5 9.3 1.5 3.0 6.6 
Furans 1.0 10.6 10.4 - - - - - 0.5 
Total Oxygenated 37.0 57.2 38.4 36.9 29.7 40.6 32.6 26.7 34.0 
1,4:3,6-Dianhydro-α-D-glucopyranose 1.2 1.9 - - - - - - - 
2,3,4-Trimethyllevoglucosan 0.5 0.4 - - - - - - - 
Maltol - 0.7 0.7 - - - - - - 
Others 0.4 1.5 - - - - - - - 
Total Anhydrosugars 2.1 4.5 0.7 - - - - - - 
Phenols 8.6 1.0 2.7 11.3 9.3 4.7 8.9 10.2 6.0 
p-Cresol - - - 4.1 5.3 1.4 4.8 6.2 4.2 
Total Phenolics 8.6 1.0 2.7 15.4 14.6 6.1 13.7 16.4 10.2 
Olefin - 0.3 1.0 1.9 2.1 2.1 2.9 2.3 1.8 
Paraffin - 1.2 0.8 6.2 7.7 8.1 11.6 10.4 5.2 
BTXSa - 0.6 1.2 12.4 20.6 25.0 13.1 18.6 20.9 
Polyaromatic - - - - 0.4 0.3 - 0.8 2.8 
Total Hydrocarbons - 2.1 3.0 20.5 30.8 35.5 27.6 32.1 30.7 
Total S-containing compounds - 1.0 1.5 - 2.0 2.7 - 0.9 3.0  

a BTXS- Benzene, Toluene, Xylene, and Styrene 
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biosolids. The evolution of these S-compounds was stronger at ≥ 500 ℃ 
and for TB_nw (up to 3%). Therefore, the acid treatment should be 
accompanied by a neutralisation step, as in TB, to mitigate the release of 
volatile S-compounds. 

Due to the generally high nitrogen and oxygen contents, the bio-oil 
may not be suitable as fuel for energy recovery. However, the chemi
cal value of the bio-oil obtained at 300 ℃ can be explored for the se
lective recovery of N-containing compounds, and the ketone-rich 
fraction can be subjected to catalytic hydrodeoxygenation to produce 
olefins [60]. Therefore, biosolids pyrolysis at 300 ℃ may be considered 
a thermal pre-treatment step for the reduction of nitrogen and oxygen 
contents and improve hydrocarbon yield during subsequent pyrolysis at 
higher temperatures [61]. The addition of acid pre-treatment can further 
enhance the chemical value of the bio-oil by increasing sugars, furans, 
and aromatic hydrocarbon, as observed in the current work. Fonts et al. 
[62] reported that ammonia, α-olefins, n-paraffins, aromatic hydrocar
bons, nitriles, phenols, fatty acids, short carboxylic acids and indole 
were the most attractive chemical compounds in biosolids bio-oil. 

3.6. Effect of pre-treatment on pyrolysis gas compositions 

The evolution profile of non-condensable gases from the pyrolysis of 
raw and treated biosolids at 300–700 ℃ is shown in Fig. 5. The identi
fied gas components are carbon oxides (CO and CO2), H2, and C1-C3 
saturated hydrocarbon gases (methane, ethane, and propane). The 
concentration of the gases was low at the start of pyrolysis as the feed 
was gradually heated to the desired temperature. The gas concentration 
steadily increased between 10 and 30 min; after that, the concentration 
gradually decreased, reaching zero at 60–90 min. The most abundant 

gas components were H2, CO, CO2 and CH4, while only traces of ethane 
and propane were detected at higher pyrolysis temperatures > 500 ℃. 
Generally, gas production increased with increasing pyrolysis temper
ature due to the profound thermal cracking of primary decomposition 
products and secondary reactions. At 300 ℃ (Fig. 5(A-C)), CO2 was the 
dominant gas component, with traces of CH4 and H2 in the pyrolysis gas 
stream largely from the decarboxylation of organic matter. At higher 
pyrolysis temperatures, gasification reactions matured, and more gas 
components were formed at higher concentrations stemming from the 
thermal cracking of heavy molecular weight volatiles to lighter ones 
accompanied by the release of C1-C3 hydrocarbons (Fig. 5(D-I)). At 
700 ℃ (Fig. 5(G-I)), the gas evolution was stronger, and the concen
trations were highest attributed to the profound secondary cracking 
reactions heightened by char-volatile interactions [63]. 

The removal or passivation of inherent metals in biosolids via pre- 
treatment affected the gas evolution and concentration during pyroly
sis, especially at higher pyrolysis temperatures. The pyrolysis of TB 
produced less CO2, CO, and H2 but slightly more C1-C3 hydrocarbons 
than RB, suggesting that pre-treatment inhibited gas production due to 
the inferior catalytic cracking effect of ash elements. For example, at 
700 ℃, the highest CO and H2 concentration was 4.2 mol% and 8 mol%, 
respectively, for RB (Fig. 5(G)), and it was 3.6 mol% and 4.3 mol%, 
respectively, for TB (Fig. 5(H)). Secondary cracking was prominent and 
catalysed by the native metal in RB, leading to higher concentrations of 
CO and H2. The second CO peak in RB at 700 ℃ (Fig. 5(G)) after 30 min 
pyrolysis time can be attributed to Boudouard char gasification re
actions where CO2 is reacted with carbon to give CO [30]. Notably, the 
highest gas concentrations were observed during the pyrolysis of TB_nw 
at all temperatures. The XRD pattern of TB_nw identified Ca(HSO4)2 and 

Fig. 5. Effect of pre-treatment and temperature on pyrolysis gas compositions (A) RB300 (B) TB300 (C)TB_nw300 (D) RB500 (E) TB500 (F) TB_nw500 (G) RB700 (H) 
TB700 (I) TB_nw700. 
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Fe(HSO4)3 as the major acidic sulfate salts, which facilitated H2 pro
duction via the release of H+ through thermal hydrolysis reactions to 
form normal sulfate salts (CaSO4 and Fe2(SO4)3) [64]. The presence of 
residual acid in TB_nw had a remarkable catalytic effect on gas pro
duction, with CO2, CO, CH4, and H2 yield reaching a maximum con
centration of 28 mol%, 10 mol%, 10.5 mol%, and 15 mol%, respectively 
(Fig. 5(I)). Whereas, with the full spectrum of metals in RB, the 
maximum gas concentration at 700 ℃ was 12 mol% CO2, 4 mol% CO, 
4.5 mol% CH4, and 8 mol% H2 (Fig. 5(G)). The improved gas production 
in TB_nw despite lean mineral matter compared to RB was attributed to 
the dehydration reactions catalysed by residual H2SO4, favouring 
water-gas reactions [42]. Biosolids acid pre-treatment for deminerali
sation (as in TB) can be helpful to weaken gas production and CO2 
release, while pre-treatment as in TB_nw strengthened gas production, 
and CO2 yield was more than 2-fold higher than that from RB. 

4. Conclusions 

The quality of biosolids as feedstock for pyrolysis can be improved by 
acid pre-treatment to selectively remove the ash-forming elements and 
HMs without degrading the organic matter. Mild acid pre-treatment 
process (using 3% v/v H2SO4 at 25 ℃ for 60 min) followed by a water 
washing step achieved about 40% reduction of ash content and a 10% 
increase in volatile matter with carbon retention of 80%. In contrast, the 
acid treatment without the water washing step achieved lower demin
eralisation efficiency (28%) with higher carbon retention (88%). At all 
operating temperatures, the pyrolysis of neutralised acid-treated bio
solids produced higher bio-oil and lower biochar yield due to improved 
organic matter devolatilisation and inorganic content reduction. The 
presence of residual acid in treated biosolids inhibited organic matter 
conversion to bio-oil; however, it enhanced gas production attributed to 
dehydration reactions and hydrolysis of acidic metal sulfate salts to 
normal metal sulfate salts. Biochar obtained from treated biosolids had 
higher organic matter retention, calorific value, fuel ratio, and fixed 
carbon due to the weakened catalytic cracking of organics, particularly 
at higher pyrolysis temperatures. Biosolids pre-treatment increased the 
stability and reduced the concentration and bioavailability of HMs in the 
derived biochar. The bio-oil composition was impacted by pre- 
treatment, and at 300 ℃, anhydrosugars yield doubled in treated bio
solids’ bio-oil compared to raw biosolids’ bio-oil. While pre-treatment 
did not have much effect on phenol production, monoaromatic hydro
carbon yield was remarkably improved. However, the evolution of PAHs 
and sulfur-containing compounds was stronger during the pyrolysis of 
treated biosolids than raw biosolids. Biosolids acid pre-treatment with 
the water washing step is preferred to increase bio-oil yield and enhance 
biochar quality. 
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